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Kurzfassung

In dieser Arbeit wird ein Optimierungsverfahren héherer Ordnung zur Lésung nichtglat-
ter Variationsprobleme auf Riemannschen Mannigfaltigkeiten vorgestellt. Dazu wird die
Riemannsche Semismooth Newton (RSSN)-Methode auf ein nichtglattes nichtlineares
Optimalitdatssystem angewandt, das auf kiirzlich verdffentlichten Arbeiten basiert. Ins-
besondere wird ein ein neues lokales Konvergenzresultat fiir eine inexakte Variante des
Riemannschen Semismooth Newton-Verfahrens gezeigt. Die experimentellen Ergebnisse
zeigen die Leistungsfihigkeit des Verfahrens zur Losung mehrerer ¢2-TV-Probleme in
Mannigfaltigkeiten mit positiver und negativer Krimmung.

Abstract

This thesis introduces a higher-order optimization method for solving non-smooth vari-
ational problems on Riemannian manifolds. In this work, we apply the Riemannian
Semismooth Newton (RSSN) method to a non-smooth non-linear optimality system de-
rived in recent advances in manifold duality theory. In particular we will show a novel
local convergence result for an inexact version of the Riemannian Semismooth New-
ton method and show state-of-the-art performance in numerical experiments by solving
several £2-TV-like problems on manifolds with positive and negative curvature.
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Chapter 1: Introduction

Although the field of image processing covers a wide variety of topics and problems,
models for image processing will often come down to the minimization of some cost
functional for the retrieval of an image. Take for example the Rudin-Osher-Fatemi
(ROF) image denoising model [ROF92]. In its discrete anisotropic form, it can be
written as the minimization problem

i {5lle =~ BIB+ ol vz} 1)
where h € RN*M ig a noisy image and V is the discrete (horizontal and vertical) first-
order gradient operator. Intuitively, this variational model says that we want the solu-
tions to be reasonably close to the data h, but we say additionally (from prior knowledge)
that its derivative in every direction should be small. Adding the second term as prior
information is called regularization and is crucial in many image processing tasks to get
well-behaved solutions that are robust with respect to noise. The particular approach (1)
to regularizing is derived from so-called Total Variation (TV) regularization, which is
one of the key models for image processing. The ROF (or £2-TV) model (1) has become
the prototype of modern day variational image processing. Algorithms for solving this
problem and its generalizations continue to be an active topic of research.

The class of methods for solving non-smooth convex optimization problems like (1)
using only generalizations of the gradient of f and g, is often referred to as the first-order
methods. Although these algorithms work reasonably well, the major drawback is their
slow tail convergence: typically, these algorithms achieve e-suboptimality within (’)(%)
iterations. Using acceleration, the amount of steps can be reduced to O( ﬁ) [HYY14].
For high accuracy solutions first-order methods are often not the best choice and instead
higher-order methods are used. These algorithms use higher-order derivatives and come
with linear or superlinear convergence.

1.1 Motivation

This brings us to the motivation of this thesis: second-order methods for manifold-
valued image processing. In recent years statistical [PFA06, Pen06, FJO7, LNPS17] and
PDE approaches [KS02, CTDF04] to data processing on manifolds have been researched
extensively. From 2010 onwards, non-smooth variational approaches on Riemannian
manifolds have been gaining momentum as well.

Manifold-valued Images

These types of images do not take a real value on every pixel as assumed in (1), but are
“manifold-valued”. The most common manifolds for imaging (besides the classical R?)
are the sphere S, the space of positive definite matrices P(d) and the special orthogonal
group SO(3). Examples from applications include, but are not limited to:
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Non-linear Colour Spaces (CB and HSV) Whereas the standard RGB colour
model is very convenient in application, non-linear colour models have been proposed
as well. These models tend to give a better representation in terms of human colour
perception.

In the Chromaticity Brightness colour space
[CKSO01], the first octant is given a non-linear struc-
ture by viewing R® as S? x R, restricted to the first
octant. The chromaticity is given by the normalized
RGB vector, which gives a value S?, and the bright-
ness by the length of the vector, giving a value in
R.

Another popular non-linear colour space is the Hue
Saturation Value (HSV) colour space. Here, we look
at the S' x R? manifold. This model can be inter-

Figure 1: HSV model [Com18] preted as arranging the pure colors around a full circle
and then select the saturation and the brightness (value).

Radar Interferometry (InSAR) InSAR images
are obtained as the phase differences of two Synthetic
Aperture Radar (SAR) images. These are images of
an area taken from different positions or different times
[MF98]. The technique is applied to detect millimeter
changes to landscapes over days or even years. InSAR
imaging has applications in monitoring earthquakes, vol-
canoes and landslides. The computed phase signals can
be seen as data on the circle, i.e., the S' manifold. Such
an S' image is typically visualized by giving each pixel
the corresponding hue as discussed in the previous ap-
plication.

Figure 2: InSAR image
[Com19]

Diffusion Tensor Imaging (DTI) In Diffusion
Tensor MRI we are interested in capturing informa-
tion on the diffusion of water molecules in different tis-
sues [BML94]. Taking at least six measurements with
different magnetic fields, it is possible to capture this
information in a diffusion tensor field, which can be rep-
resented as a symmetric positive definite matrix at every
pixel. In other words we find our data in the space P(d).
We can visualize such a positive definite matrix as an el-
lipsoid that indicates the amount of diffusion occurring
in all spatial directions.
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Figure 3: DTI image [Com20]




1.2 Related work

Electron Backscatter Diffraction (EBSD)
EBSD is a technique for exploring and mapping mi-
crostructures in crystalline materials such as metals
and minerals [AWK93]. Backscattered electrons give
information on the orientation of these microstruc-
tures. This orientation can be modelled by the rota-
tion group SO(3). Regions with the same orientation
are called grains. Mapping this grain structure is the
end goal and gives information on macroscopic mate-
rial properties such as conductivity and lifetime. The
grains can be assigned a certain colour! so that the Figure 4: EBSD image [Com13]
orientation information can be captured in a single image in the end.

Manifold-valued Models and Solvers

In order to process these types of data, both the models and the solvers from image
processing in R? have to be generalized. So far, most of the attention has gone to the
generalization of successful models and first-order algorithms. However, there are a lot
of open questions regarding higher-order methods. In this work, we will be investigating
how to extend the work of [RLV17] on the Semismooth Newton method for Total Vari-
ation regularization to the manifold setting. Our goal will be to develop a general fast
second-order algorithm for non-smooth variational models on manifold-valued data.

1.2 Related work

Whereas applications of TV regularization on manifolds gained momentum at the start
of the 2010s, the analysis of TV in the manifold setting can be traced back to the
1990s [GMS93]. Initially starting off with the case of the S manifold, Total Cyclic
Variation is proposed and existence of its minimizers was shown. It was only until
2006 that this result got a follow up. The more general result of functions u : Q@ — Y
on manifold domains 2 to a manifold ) has been studied in [GM06, GMO07] using the
theory of Cartesian currents. Here the space BV (2, )) was rigorously defined and some
properties such as lower semi-continuity were established.

Starting Up Manifold Valued Imaging

Although early (numerical) attempts for solving TV on manifolds originate from the
early 2000s, e.g., with [CKS01] who proposed a method for denoising cyclic colour data,
the majority of the contributions in TV regularization on manifolds were proposed in
the 2010s. Here [SC11] tried to bridge the gap between the theoretical results mentioned
before and applications by introducing TV regularization on S' and providing a numer-
ical method to solve it. This attempt quickly got a follow up in [CS13], whose authors
presented several novelties among which extensions to more general regularizers such as

'This scheme is somewhat more complex and will not be discussed further. A clear explanation can
be found in [Per18].
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Hubert-TV. In [VBK13] the authors focus on the P(3) manifold of symmetric positive
definite 3 x 3 matrices? while using a TGV approach.

The more general case for solving TV on arbitrary Riemannian manifolds was proposed
in [LSKC13], who reformulated the variational problem into a multi label optimization
problem. Nevertheless, the key work of [WDS14] became in the end most popular by
going with the full intrinsic approach. Contrary to eztrinsic approaches, the methods
no longer focussed on the embedding of the manifold into a higher dimensional (linear)
space, but used manifold mappings. They proposed the £2-TV model

L N No1,M NM—1
min $ = Y dpi, i)’ o Y. dpigpivig) ta Y. d®igpige) ¢, (2)
pEMNXA | 2 L) ig=1 ig=1

as generalized Total Variation denoising for manifold valued images. Here d(p, q) is the
distance between p, ¢ € M on the manifold.

Generalized Models

When entering the second half of the 2010s we see more general models emerging. So was
a second-order model for cyclic data proposed in [BLSW14], but soon enough popular
models in the Euclidean case also got their generalized manifold case counterpart: a
general second-order method [BBSW16], infimal convolution models [BEPS17, BFPS18|
and TGV for manifold-valued imaging [BHSW18, BFPS18| were introduced. Moreover,
at the same time specialized models got extended to applications such as inpainting
[BW15], segmentation [WDS16], or manifold valued inverse problems [BWW*16, SW18].
Moreover, new problem settings arose with the emergence TV for manifold-valued data
on graphs [BT18].

Generalized Solvers

As TV and variants got extended to manifolds, so did the solvers. The proposed al-
gorithms were given in terms of Hadamard manifolds: Riemannian manifolds that are
complete, simply connected and have negative sectional curvature. The author of [Bac14]
proposed the Cyclic Proximal Point Algorithm (CPPA) on Hadamard manifolds as an
extension the proximal point method [Banl4]. The latter was again an extension onto
the manifold case of the algorithm proposed in [Berll] for the Euclidean case. Iter-
atively Reweighted Least Squares (IRLS) [BCH'15] was a generalization of the ver-
sion for spheres in [GS14]. The IRLS was then again adapted in [GS16] by adding a
quasi-Newton step. Furthermore, [BPS16] proposed the Parallel Douglas-Racheford Al-
gorithm (PDRA) as a generalization of the Douglas-Racheford algorithm for symmetric
Hadamard manifolds, [SWU16] proposed an exact solutions for ¢!-TV with spherical
data and [VSCL19] proposed a functional lifting approach.

2Better: 3 x 3 tensors.




1.3 Contribution

An Important Development in Manifold-valued Image Processing

However, there were still issues with these algorithms regarding application to TV-
based energies. As in the linear case, the proximal map of the TV term cannot be
written in a closed form. Hence the maps typically have to be approximated, which
takes much time. In the Euclidean case the difference operator was dealt with by using
techniques such as Bregman splitting, ADMM or a Fenchel duality-based primal-dual
algorithm as mentioned in the previous section. The latter has been realized in the most
recent contribution. Fenchel duality theory for Hadamard manifolds was in the end
introduced in [BHTVN19]. The authors proposed the ezact Riemannian Chambolle Pock
Algorithm (eRCPA) and the linearized Riemannian Chambolle Pock Algorithm (IRCPA)
as an application of the developed theory. The approach shows competitive runtimes
compared to other algorithms, made it easier to handle the proximity operators and was
compatible with isotropic TV, which was still impossible up until then. This development
will be the stepping stone towards our goal of realizing higher-order methods for manifold
valued imaging.

1.3 Contribution

In this work sections containing new contributions are denoted by an asterix (*) in the
section header. We present four main contributions to the field: one for the Semismooth
Newton method in R¢ and three related to the Riemannian Semismooth Newton method.

Contributions to the Semismooth Newton Related Topics

1. Resolving Known Issues with Semismooth Newton for TV in Euclidean
Space In prior results [RLV17] SSN was applied to TV already. However, the method
suffered from ill-posedness of the Newton matrix. The direct cause of the non-invertibility
was not entirely clear, but it was shown that the matrix was positive semi-definite.
Hence, the proposed solution was adding 51 to the Newton matrix, where I the identity
matrix and 8 < 1, in order to make the matrix positive definite and thus invertible.
From a theoretical point of view it was not clear whether we could still expect superlinear
convergence. Nevertheless, in practice it did not seem to be a problem.

In this work we will show explicitly where the ill-posedness comes from and present a
more targeted solution that only resolves the equations in the Newton system causing the
ill-posedness (contrary to the prior approach which used perturbed the whole Newton
matrix). Furthermore, we investigate its performance in numerical experiments.

Contributions to Riemannian Semismooth Newton Related Topics

2. Being the First to Apply and Implement Riemannian Semismooth New-
ton The main contribution of this work comes from merging the ideas of [BHTVN19]
[RLV17] and [OF18]. That is, using the theoretical framework of Riemannian Semis-
mooth Newton [OF18] and the Fenchel duality theory [BHTVNI19], we generalize the
ideas presented in [RLV17] and develop a duality-based higher-order method for non-
smooth variational problems on manifolds. We apply the new approach to several 1D
and 2D problems and obtain state-of-the-art performance.
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3. Expanding the Theoretical Framework of Riemannian Semismooth New-
ton For larger-scale problems, it is often not feasible to solve the Newton matrix.
Hence, iterative methods for solving large-scale linear systems will be the next step
towards making the method numerically feasible.

We build upon the theory of the Riemannian Semismooth Newton method [OF18]
towards an inezact version and provide several convergence proofs (Thm. 6.12). We still
get linear convergence despite the inexact solution of the Newton system. In numerical
experiments, we validate our theoretical results.

4. Gaining Novel Insights Into Open Questions in Previous Work From
the Fenchel duality theory on manifolds [BHTVN19], the authors derived two non-linear
optimality systems: the so-called exact system and the linearized system. Whereas the
names suggest that only the latter is an approximation, the former is too. However,
the linearized system had more theoretical motivation, i.e., the resulting fixed point
algorithm, the IRCPA, is shown to converge.

This thesis provides new insights into the workings of the exact optimality system: in
particular, due to the high accuracies we can reach with our Riemannian Semismooth
Newton method, we find hints that the exact optimality system does not have the same
minimizer as £2-TV and therefore is not a good way of approaching non-smooth opti-
mization on manifolds.

1.4 Outline

This work thesis is organized in two parts: one focused on Semismooth Newton (SSN)
for Euclidean space (Chapter 2 and 3) and the other focused on generalizing the method
to manifolds (Chapter 4,5 and 6). The first part continues directly upon the work in
[RLV17]. The main focus here is resolving issues and gather information and intuition
useful for the manifold case. The second part contains mostly new content.

Chapter 2

In this chapter our goal is to understand how to minimize a general non-smooth convex
problem given by the sum of two convex energies. Through non-smooth convex analysis
we will learn how classical smoothness restrictions can be replaced by convexity. We
will discuss Fenchel duality theory which provides the tools to rewrite our optimization
problem in a computationally feasible form. Finally, we will discuss the so-called Primal
Dual Hybrid Gradient (PDHG) method, which will be the basis for the following.

Chapter 3

In this chapter we discuss the limitations of methods such as PDHG for solving non-
smooth variational problems and our goal is to develop a faster alternative. We will look
into the Semismooth Newton (SSN) method as a second-order-acceleration of PDHG. In
particular, we will rewrite the PDHG iteration into a form that is suitable for SSN. Next,
we will look into an application: SSN for solving ¢2-TV. We will continue the work in
[RLV17] and resolve some remaining issues. With numerical experiments we show that




1.4 Outline

our novel approach to SSN for /2-TV does no longer suffer from non-invertibility and we
obtain superlinear convergence.

Chapter 4
In order to generalize the notions from Euclidean space to manifolds, we need generaliza-
tions of our notions on Riemannian manifolds. In this chapter we will start with defining
smooth manifolds and discussing important general notions such as differentials, vector
fields, vector bundles and discuss the important result that every Riemannian manifold
admits a metric tensor. From that we discuss Riemannian geometry, which enables us
to talk about important manifolds mappings that will become important later when
discussing the Riemannian Semismooth Newton method. We will also look into an im-
portant application of Riemannian geometry: Jacobi fields. These fields provide us with
useful expressions that are key for later implementation.

In this chapter we will also take a closer look at the S¢ and P(3) manifold. In par-
ticular, we will provide the relevant mappings that become important for implementing
algorithms on these manifolds.

Chapter 5

This chapter is a direct generalization of the contents in chapter 2 to manifolds and relies
heavily on the notions developed in the work in [BHTVN19]. The main goal is working
towards a generalization to PDHG on manifolds. As it turns out the non-linearity of
manifolds does not allow a direct generalization. Instead we must resort to algorithms
solving for approximate solutions. The proposed algorithms, i.e., the exact and linearized
Riemannian Chambolle Pock algorithms, are discussed along with open questions of the
choices made here.

Chapter 6

Finally, we are ready to develop the Riemannian Semismooth Newton method. This
chapter will be a direct generalization to chapter 3 and is structured in a similar fashion.
We will discuss different ways of generalizing SSN to manifolds and proceed by focusing
on vector fields. Subsequently, we will discuss the theory behind RSSN as formulated
in [OF18] and prove a new result by looking at solving the Newton system inexactly.
After discussing how to construct the Newton matrix, we will focus on TV denoising
as an application for our method. Finally, in the numerical experiments we investigate
both the RSSN and its inexact counterpart and we compare the former’s performance
to other state-of-the-art algorithms.

Chapter 7
We conclude the thesis by discussing the key issues of RSSN and provide suggestions for
future work.







Chapter 2: Preliminaries I: Non-smooth Optimiza-
tion

Before understanding how to solve non-smooth optimization problems on a manifold,
we first consider how to solve them in a vector space. We will focus on solving

nf {f(@) +g(An)} 3)

where A : R® — R™ a linear mapping, f : R — R, g : R™ — R are non-smooth
functions and R is the extended real line as defined below.

In this chapter we will build up towards solving this general problem by taking a step
by step approach and introduce tools from convex analysis in R™ in Sect. 2.1 and a
general way to solve the problem in Sect. 2.2. More details can be found in works such
as [RW09, CV20].

2.1 Non-smooth Analysis

In the following we will look can also look at a certain class of functions: functions
mapping into the extended real line.

Definition 2.1 (extended real line). Let R := RU {400, —oc} be the extended real line
with the rules:

(i) co+c=00 and —oco+c=—oo forall c €R,
(ii) 0-00=0 and 0- (—o0) =0,

(i7i) inf R = sup @) = —oco and inf () = supR = +o0,
(i) +00 — 00 = —00 + 00 = +00.

The first goal is generalizing the gradient of a function. For a useful generalized
gradient, we need some additional information on f that provide a minimum of regularity.
These properties turn out to be properness, convexity and lower semi-continuity. For
that consider the following definitions.

Definition 2.2 (proper). A function f : R™ — R is proper if domf := {x € R"|f(z) <
oo} # 0 and f(x) > —oo holds for all x € R™.

Definition 2.3 (convex). Let C' be a convex set in R™. A function f : C — R is convex
if
f (tl’l + (1 — t)xg) < tf (.7}1) + (1 — t)f (xg) Vri,x20 € C,t € [0, 1]. (4)

Definition 2.4 (epigraph). Let U C R™ be open. The epigraph of a function f: U — R
is defined as
epi f:={(z,a) € U x R|f(x) < a}. (5)
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Definition 2.5 (lower semi-continuous). Let U C R™ be open. A proper function f :
U — R is called lower semi-continuous (Isc) if epi f is closed.

Having these definitions, we are ready to generalize the gradient. The idea is that we
can try to find hyperplanes tangent to and completely below the graph of the function.

Definition 2.6 (subgradient). Let U C R™ be open. For every f:U — R and z € U,
Of (@) ={v e R"[f(y) = f(z) + (v,y —x) Vy € U} (6)
is the subdifferential or the set of subgradients of f at x.

Remark 2.7. Note that in the case that the function is smooth and convex, we actually
get that the set of sudgradients is a singleton containing the gradient if x is in the domain
(otherwise it is empty).

A generalized backward step
Consider some smooth function f : R — R. In order to find the minimum of this
function, a gradient descent scheme would be a reasonable first approach, i.e.,

P =k — 7V f(ub). (7)
This equation can be viewed as a discretization of the ODE
up = —7V f(u). (8)
Now, instead of solving (8) we can try to discretize
up € —70f (u) 9)

in the more general setting of a proper, convex, Isc function. Previously a forward Euler
discretization was used. Remember that we can use backward Euler as well. Then, for
the updated u* we can choose

e Frp(uF) = (I - rof)u, (10)
WM € Byp(uF) = (I +70f) b, (11)
The latter expression is closely related to the prozimal map.

Definition 2.8 (proximal map). Let f : R® — R be proper, Isc, convex and let 7 > 0.
The proximal map of f is defined as

(1
prox, (a) i= axgmin { 51y — 13 + /() }. (12)
A well-known result gives us an equivalent form for the backward step:

Proposition 2.9 ([RW09, Prop. 12.19]). If f : R® — R is proper, lsc, convex with
T > 0, then the backward step is uniquely given by

By s(x) = prox, ;(x). (13)

10



2.2 The Primal-Dual Hybrid Gradient Algorithm

1}

1@ l i R(=*) ! ? -

Figure 5: A visual explanation of the Fenchel conjugate of some function f. [BHTVN19]

Finally, with this we have the machinery to solve for

inf f(z), (14)

by simply iterating the proximal mapping. This is known as the proximal point algorithm
(PPA). However, computing a single proximal step on the full problem is generally as
hard as solving the original problem. Therefore, we consider problems of the form

nf {f(x) +g(Ax)} (15)

In this work we will focus on the primal-dual approach.

2.2 The Primal-Dual Hybrid Gradient Algorithm

For tackling the general problem in (15) we will use the following general strategy:
introduce a variable y and rewrite the problem into

inf 1. Az = 16

it @ g}, st Av—y (16)

and try to optimize f and g alternatingly while trying to fulfil the constraint. We will

see that duality theory comes to rescue and provides a clever way to do this splitting by
considering the Lagrangian.

Definition 2.10 (Fenchel conjugate). Let f : R" — R be a function. The Fenchel
conjugate of f is defined as the function f* :R™ — R such that

fr@") = sup {(z", 2) — f(2)}. (17)

For an interpretation of this function consider Fig. 5. The Fenchel conjugate at some
point x* can be seen as the (negative) distance we have to translate the hyperplane
induced by the vector [z*, —1]T down (up) until it is tangent to the graph of f.

Subsequently, we can find the Fenchel conjugate of the Fenchel conjugate.

Definition 2.11 (Fenchel biconjugate). Let f : R" — R be a function. The Fenchel
biconjugate of f is defined as the function f** : R™ — R such that

) = Sup {(@™,2%) = [ (@)} (18)

11
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The following theorem is the final piece we need to solve the problem (15).

Theorem 2.12 (Fenchel-Moreau-Rockafellar, [CV20, Thm. 5.1]). Given a proper func-
tion f : R" — R, the equality f**(x) = f(x) holds if and only if f is lower semi-
continuous and convetr.

The Lagrangian approach
Using the previous result, we see that if f, g are proper lsc convex, we can rewrite

inf {f(@) +g(Ar)} (19)
into
inf sup {f(z) —g"(y) + (Az,y)}, (20)
TER™ ycRm

where we call I(z,y) := f(z) — ¢"(y) + (Ax,y) the Lagrangian. If we were now able to
exchange inf and sup, we could write

inf sup {f(z) + (y, Az) — g" (y)} = sup inf {f(x) + (y, Az) — " (y)} (21)
z€R™ ycprm yeRm €
= sup { { sup —f(z) + <ATy,:c>} -9 (y)} :
yeR™ zeR™
(22)

From the definition of f*, we obtain the dual problem

sup {—g"* (y) — f*(—ATy)}. (23)

yeR™

The following result provides a sufficient condition for (21) to hold and an alternative
optimality condition.

Theorem 2.13 ([CV20, Thm. 5.9]). Let f : R* — R and g : R™ — R be proper, conver,
and lower semi-continuous, and A : R™ — R be a linear mapping. Assume furthermore
that

(i) the primal problem (19) admits a solution & € R"
(ii) there exists an xo € dom(go A) Ndom f with Axy € int(dom g)

Then, the dual problem (23) admits a solution §j € R™ and

min f(z) + g(Az) = max —g" (y) - fH(=ATy). (24)

Furthermore, & and § are solutions to (19) and (23), respectively, if and only if

—ATj e of(z), (25)
Az € 0g* (D). (26)

12
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Assuming that a solution exists, we can try to solve the primal-dual optimality system

— ATy e of(x), (27)
Az € 09 (y), (28)

by rewriting it. For ¢ > 0 (27) can be rewritten into

—ATy e df(z) & —cATy € 0df(x) (29)
sr—cAlycx+odf(x) (30)
@ = prox, (o — cATy). (31)

Similarly, for 7 > 0 (28) can be rewritten into
Az € 09" (y) & y = prox,,«(y + 7Ax). (32)
We find the equivalent form of the primal-dual optimality system

T = prox, s(z — cATy), (33)
Y = prox, «(y + 7Azx). (34)

These proximal maps also play a role in constructing an iterative algorithm for solv-
ing (20):

e find y**! by only considering —g*(y) + (Ax*,y),
e find 2%+ by only considering f(x) + (Az,y**1),

e repeat until converged.
If we take a backward step for y we get the update
y ! = argmin {rg"(0) — (4", 0) + 3o - 7} (3)
— arganin {rg"(v) = r{Aak, ) + Sllo = I + ST A + (A4S} (30)
= argmin {Tg*(v) + %Hv — (F + TAl’kHQ} = proxﬂ.g*(yk + TAzb). (37)
Similarly, for = we get the update
gh = proxaf(xk — g ATy, (38)

These ideas were combined in the Primal-Dual Hybrid Gradient (PDHG) Algorithm
[CP11, Alg. 2].

13
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Algorithm 1 (modified) PDHG

Initialization: Let L := ||A|| and 79,00 > 0 such that 7ooqL? < 1,7 > 0,2° € R, 90 €
R™ and set 79 := 2
while not converged do
yF b= prox, . (y* + 7, AZ")
a* = prox,, ¢(zF — op ATyFHY)
Op := 1//T+ 29Tk, Thgr1 := OxTh, Opy1 = 0k /0O
phtl .— pk+1 4 9k($k+1 _ xk)
end while

k+1

Moreover, we have the following convergence result.

Theorem 2.14 ([CP11, Thm. 2]). Let f : R® — R and g : R™ — R be proper,
convez, and lower semi-continuous, let A : R™ — R™ be a linear mapping, let 79 > 0,
oo := 1/(10L?), and let (x*,y*);>1 be defined by Alg. 1. Assume the existence of v > 0

such that for any x € dom df
f @) > flx)+ (pa' —z)+ % |z — x’HQ, Vp € f(x),2' € R™. (39)

Then for all € > 0 there exists Ny (depending on e and 7o) such that for every N > Ny,

2
. N2 l+e||g—a% L2
I L

- yOHQ) , (40)

where (&,7) is the solution of (20).
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Chapter 3: The Semismooth Newton Method

In this chapter we will explore a the possibilities and limitations of the Semismooth
Newton method (SSN) as a higher order method for non-smooth variational problems.
In this part we will continue the research in [RLV17], whose author already researched
the Semismooth Newton method in her master thesis. The overarching goal of this
chapter is to clarify all issues related to the method and see what we do and do not want
to generalize to the manifold case.

To this end, Sect. 3.1 will provide some additional motivation and context for the use
and the development of the method. In Sect. 3.2 the theoretical background around the
Semismooth Newton method will be discussed. In Sect. 3.3 we will elaborate on using
the Semismooth Newton method as a higher order primal-dual method. In Sect. 3.4 the
method will be applied for minimizing the ¢£>-TV functional. Moreover, we make our
contribution here by discussing known issues and resolving them. In Sect. 3.5 we inves-
tigate performance with numerical experiments. Finally, in Sect. 3.6 we will give some
concluding remarks and provide an outlook and some suggestions to other possibilities
for higher order methods, that went beyond the scope of this thesis.

3.1 Introduction

The class of methods for solving convex optimization problems of the form

nf {f(z) +g(Ax)}, (41)
using only first-order information of f and g independently, i.e., one way or another using
subgradients or proximal mappings, is often referred to as first-order splitting methods.
Besides TV-based regularizing, also ¢! regularization [DDDMO04] can be written as (41).
The latter gained popularity in applications such as compressed sensing [Don06].

These methods became an active field of research from around 2005 onwards. Ex-
amples of methods include but are not limited to Forward backward splitting [CW05],
Douglas-Racheford splitting [CP07], Bregman splitting [YOGDO0S], the Alternating Method
of Multipliers (ADMM) [WYYZ08] and Primal-Dual Splitting [CP11]. For a clear
overview of the splitting methods and their relation to each other see [EZC10].

Although these algorithms worked reasonably well, the major drawback was slow tail
convergence. Typically, the algorithms achieved e-suboptimality within O(%) iterations.
Using acceleration, the amount of steps could typically be reduced to O(ﬁ) Successful
cases include the FISTA algorithm and the before mentioned primal-dual algorithm with
an overrelaxation on the step size [HYY14]. Other approaches to acceleration include
preconditioning [PC11] and continuation approaches [WNF09].

Towards Faster Algorithms

A possible solution to speeding up convergence is using second-order information. In
general, one can do this by either passing to interior point methods [FGZ14] or using
Newton-like methods. Since the start of the 2010s multiple Newton-like methods have
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been proposed for problems of the form as in (41). These algorithms include but are
not limited to: Quasi Newton methods [YVGS10, Chel4], Proximal Newton methods
[BF12, PJL*13, LSS14, BNO16, YZS19], Forward Backward Newton methods [PSB14]
and Semismooth Newton methods [GL08, MU14, BCNO16b, XLWZ18, LST18].

As mentioned in the chapter opening, in this work we will focus on the latter. This
method did not originate from the field of first-order methods, but came from optimal
control in the early 2000s [HIK02]. Nevertheless, the idea of the method was already
formulated almost 10 years before that [QS93].

A Brief History of SSN
The history of the SSN can be traced back starting to the end of the 1970s with [Mif77]
who introduced the notion of semismoothness for real-valued functions in the finite-
dimensional case, the authors of [QS93] extended this notion to maps between finite
dimensional spaces, introduced SSN to solve semismooth non-linear equations and pro-
vided a proof of local superlinear convergence under a non-degeneracy assumption. In
[Qi93] the damped-Newton was proposed as an adaptation to SSN and global conver-
gence was established. Later [ZT05] showed local superlinear convergence in the case
that the Jacobian is not necessarily nonsingular, but allows for a weaker assumption.
With the theory in place we see application of the method emerging within different
fields. The authors of [DLFK96, SH97] were among the first to apply SSN. Their key
idea was to apply SSN to non-linear complementary problem functions (NCP-functions).
These are functions of the form ¢ : R> — R with the property

p(x) =0 © 21 <0, 22 <0, 2122 =0, (42)

that are applied component-wise to the NCP system. A popular choice was the Fischer-

Burmeister function
orp(x) = \/m%+x%—x1—m2. (43)

Later this idea using NCP was also adapted in [NQYHO07] and applied to TV-based
energies. A general approach was proposed in [Ulb02], where SSN applied to an NCP
system was extended to the infinite-dimensional case. In the end, the authors of [HIK02]
were among the first to break the tradition of solving NCP equations with SSN and
applied the method on the optimality conditions of optimal control problems, which
could be rewritten into a suitable form.

The Revival of SSN

After [HIK02], the idea of using SSN for problems other than the NCP function continued
and got picked up at the late 2000s by the community currently working on ¢'-regularized
optimization. The algorithms obtained from first-order methods were typically fixed

point iterations, i.e.,
P = G(ab), (44)

for some (non-smooth) function G. The core idea was to see that this system would
converge to some z that would satisfy

r=G(x) & z—G(x)=0, (45)
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where the right hand equation has the correct form for SSN. Starting from 2008 onwards
we see that [GLO8] was directly inspired by the example in [HIK02] and saw that the
optimality conditions used in the fixed point iteration of the forward backward splitting
(FBS) algorithm also had the desired form and properties for SSN. They applied SSN
in the infinite-dimensional case to a sparse wavelet regularized inverse problem setting.
Six years later in 2014 [MU14] followed up this idea in the more specific setting of £
regularization in the finite dimensional case, again by applying SSN to one of the fixed
point algorithms. Later, [BCNO16b] extended the latter’s contribution by generalizing
the framework into a one that could not only generate an active set framework (as
was the main idea so far), but also orthant-based methods and a second-order iterative
soft-thresholding method.

Recent Developments

The most recent contribution to higher order SSN-based methods for TV is still that in
[RLV17], where SSN and variants were applied to problems that could be stated in a
primal-dual fashion. Shortly after that, the authors of [XLWZ18] proposed the Adaptive
Semismooth Newton Method (ASSN). Their main idea was combining a regularization
approach and a hyperplane projection technique in order to establish a scheme that
is globally convergent, but also maintains local superlinear convergence. Furthermore,
whereas the earlier contributions showed their case for ¢, this approach is formulated
for general convex functions, although only applied to ¢! regularization. For now we will
focus on SSN, but at the end of this section we will discuss ASSN once more.

3.2 Newton’s Method for Non-smooth Systems of Equations
The goal of the Newton method is to find a zero of a function X : R” — R™, i.e.,
X(z)=0. (46)
The key idea is, when starting from a point x, to find a step d such that
0=X(x+4+d) ~ X(x)+ VX(2)d, (47)

which leads to the equation for the step d

If n =m and VX (z) is invertible, then
d=VX(z)'X(z) (49)

and we can iterate
af = dF 4 ok (50)

The Newton iteration converges locally superlinearly for smooth X. In this section we
will discuss the case that X is non-smooth.
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3.2.1 Generalized Differentials and Semismoothness

In the subsequent sections and chapters, we will usually assume that X : R” — R™ is a
locally Lipschitz function. Consequently, by Rademacher’s theorem, X is differentiable
almost everywhere. This motivates the following generalized differential [Cla90, Def.
2.6.1].

Definition 3.1 (Clarke Generalized Differential). Let X : U C R™ — R™ be locally
Lipschitz on the open set U. Let Dx C U be the set on which X is differentiable. The
(Clarke) generalized differential or Clarke generalized Jacobian of X at x, denoted by
0c X (x), is defined as the convexr hull of all m x n matrices V obtained as the limit of a
sequence of VX (z;) where x; — = and x; € Dx:

OcX(x) :=co{V :z; - 2, VX(x;) - V,z; € Dx}. (51)

It turns out that this notion will be closely related with the notion of the directional
derivative [Hinl0, Def. 2.3].

Definition 3.2 (Directional derivative). Let X : U C R™ — R™ be locally Lipschitz on
the open set U. We call

X'(z,d) = lim X(z+td) — X(x)
TR0 t

(52)

the (one-sided) directional derivative of X at x in direction d.

Before relating Def. 3.1 and Def. 3.2, we note that not every locally Lipschitz function
is amenable to a generalized Newton method. The notion of semismoothness turns out
to be an suitable choice of regularity [Hin10, Def. 2.5].

Definition 3.3 (Semismoothness). Let U C R™ be non-empty and open. The function
X : U — R™ is semismooth at x € U if it is locally Lipschitz at x and if

li vd 53
Veac;(%ﬂ'td/) { } ( )
d'—d,t\0
exists for every d € R™. If X is semismooth at all x € U, we call X semismooth (on U ).
This notion is often hard to work with, but the following result comes in useful.

Theorem 3.4 ([Hinl0, Thm. 2.9]). Let X : U — R™ be defined on the open set U C R™.
Then, for every x € U, the following statements are equivalent:

(i) X is semismooth at x.

(ii) X is locally Lipschitz continuous at x, X'(x;-) exists, and, for everyV € dc X (z+d)
it holds that
[Vd— X'z, d)| = o(ldl) a5 d 0. (54
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(iii) F is locally Lipschitz continuous at x, X'(x;-) exists, and for everyV € dcX (x+d)
it holds that

| X(x+d)— X(x)—Vd| =o(d|]) asd— 0. (55)

Remark 3.5. From (iii) it follows that C* functions are semismooth as well. In that
case we have 0o X (x) = {VX(x)}, which corresponds to the classical definition of the
differential.

Not only C! functions are semismooth. This also holds for piecewise C! functions, as
stated by the following result. This result will be particularly useful later as an appli-
cation to the non-smooth system we get for solving TV in both the real case (Sect. 3.4)
and in the manifold case (Sect. 6.5).

Proposition 3.6 ([FP07, Prop. 7.4.6]). Let X : U C R" — R™, with U open, be
piecewise semismooth near the x € U. Then X is semismooth at x.

Finally, there also exist stronger notions of semismoothness: p-order semismoothness.
For completeness, we will provide its definition as well [Hin10, Def. 2.6].

Definition 3.7. Let X : U — R" be defined on the open set U C R"™. Then, for
0 < pu <1, X is called p-order semismooth at x € U if X is locally Lipschitz at x,
X'(z,-) exists, and, for every V € dc X (x + d),

[Vd—X'(z,d)| = O (ld|***)  asd—0. (56)
If X is p-order semismooth at all x € U, then we call X p-order semismooth (on U).

For this stronger notion we have a similar characterization to Thm. 3.4.

Theorem 3.8 ([Hinl0, Thm. 2.12]). Let X : U — R™ be defined on the open set
U CR"™. Then, forx € U and 0 < pu < 1, the following statements are equivalent:

(i) X is p-order semismooth at x.

X 18 locally Lipschitz continuous at x, xz,-) exists, and, for every V € Oc X (x+
i) X is locally Lipschi ; X' , d, f VedcX d
it holds
|X(z+d) = X(2) = Vdl| = O (||ld| ") asd—0. (57)

3.2.2 Fast Local Convergence for Semismooth Functions

With the notion of semismoothness and the tools discussed in the previous section we
can generalize the Newton algorithm by replacing the differential of the mapping X with
the Clarke generalized differential. The resulting Semismooth Newton (SSN) algorithm
is shown in Alg. 2. We obtain the following local convergence result:
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Theorem 3.9 (Local convergence). Assume that x* satisfies X(x*) = 0, X is locally
Lipschitz and semismooth at * and all V € 0c X («*) are nonsingular. Then the itera-
tion in Alg. 2 is well-defined and converges superlinearly to x* in a neighborhood of x*.
If in addition X is p-order semismooth at x*, then the convergence is of order 1 + .

Proof. Local convergence follows from [QS93, Thm. 3.2]. The superlinearity is not
explicitly stated in [QS93, Thm. 3.2], but is shown in its proof. O

Algorithm 2 Semismooth Newton

Initialization: z° € R™, k :=0

while not converged do
Choose any V (zF) € 0c X (z%)
Solve V (zF)dF = — X (z%)
ahtt = gk 4 gk
k=k+1

end while

3.3 A Higher-order Primal-dual Method

In this section we will work towards a higher order method involving SSN for solving
the problem

inf {f(x)+g(A)}. (58)

Assuming that the functions are proper, lower semi-continuous and convex we have seen
in Sect. 2.2 that we can rewrite the equation into the saddle-point problem

inf sup {f(z) +(Az,y) —g"(y)}, (59)
e yER™M

and the equivalence to solving the optimality system

0€df(z)+ Ay, (60)
0 € dg*(y) — Ax, (61)

which can be rewritten in terms of proximal maps,

T = proxX,(r — cAly), (62)
Y = prox, - (y + 7Ax), (63)
where o, 7 > 0. In the following the variables x € R™ will be referred to as the primal

variables and y € R™ as the dual variables.
The idea is to apply SSN to the generally non-smooth non-linear system of equations

[ oz proxaf(x —oATy) B
X(wy) = ( y — prox,,«(y + 7Az) | 0 (64)
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in order to solve the original problem (58). For that, let
K € Oc prox, s (:1: - JATy) , (65)
H € 0c prox, g« (y + TAT). (66)
By the chain rule, we find that

I-K oKAT
( CoaA T m ) € dcX(,y) (67)

and the Newton system becomes
I-K oKAT dr: \ _ [ @—prox,s(z — cAly) (68)
—-THA I—-H dy | Y — prox, g« (y +17Az) |’

It is not directly clear whether the non-smooth system in (64) satisfy the conditions
in Thm. 3.9. It turns out that this is not trivial. In [RLV17, Sect. 4.2.3], Lipschitz
continuity and positive semi-definiteness at the solution were shown. However, actual
invertibility and additionally the semismoothness seems to be dependent on the appli-
cation. This brings us to the next topic: a case study into £2-TV functionals.

3.4 Application to /?>-TV-like Functionals*

In this section we will apply the Semismooth Newton method to the case of Total Vari-
ation image denoising.

3.4.1 The Newton System for TV

Let di,d> € N be the dimensions of the image, let h € R%*% he the data. We are
interested in solving the isotropic (¢ = 2) and anisotropic (¢ = 1) discrete ROF model

. 1
inf {m\|x—h||g+ | Tz

x€RI1 % d2

ot} (69)

where a > 0 and T : R9>*d2 — Rd1xd2X2 jg the (forward) finite difference operator with
grid spacing 1 defined as

0 ifi=diand k=1
] 0 if j=do and k=2
(Tx)zd’k o Tit1,5 — Tij ifi < Cll and k=1 (70)
Tij+1 — Tij ifj <dgand k =2
and where
d1,dz 1
ITzllgr = > ((Tx)ija|* + [(Tx)i 2|75 (71)
ij=1
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Using duality of the ||-||4,1 norm we can rewrite the minimization problem as the saddle-
point problem

. 1
inf sup  {o—lz = hll3 + (T, y) = 5, (1)}, (72)

rcRd1 xd2 yERdl Xdo X2
where ¢* is such that % + qi* =1,
By = {y € RT22 | |yl oo < 1} = {y € RT2 [ max |y [l <1} (73)
and

_J 0 ifye By,

This fits into the model (59) if we set
1 *
fl@)=golle=hl;  and  gi(y) = s, (). (75)

Then we have for the data fidelity term

prox, () = argmin { £(u) + o lu — o3} (76)
N O:Vf(u)+§(u—:c) (77)

o Ozé(u—h)—i—%(u—x) (78)
U;_aau _ %x + éh (79)

and we find

(07

prox, ¢(r) = o J(a:v +oh) = Ocprox,s(r) = Vprox,s(r) = o JI, (80)
where we used that prox,;(x) is smooth. Hence, we have to choose K = J£-1I in the
Newton matrix (67).

For the regularizer,
. 1 2
ProX,g. (y) = argmin § g (v) + o—[lv — yll3 (81)
. 1
:argmln{LBq* (v)+]|v—y\|§} (82)
v 2T
< v=I1g.(y), (83)
where Ilp . is the projection onto the (convex) set Bg«. Hence, we find
prox g (y) = ((max {1, 1y:jx}) " i) (84)
T91 ? 3J» 5J 1:7j7k
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and

-1
proxgs () = (Cmax {1, s D)~ v, (85)
We see that the components of prox . (y), i-e., |[yij:[lq- smaller or larger than 1, are

piecewise C'. Therefore, we can use ordinary differentiation on each region. On the
boundary we choose the value of the differential corresponding to the inner region. We
obtain a map Hy(v) € d¢ prox, ;. () with

0 ifi=diand k=1
0 if j=ds and k=2

(H1(v)Y )ik Yijk if v <1 0
0 if [vijk| > 1
and
. ifi=dyand k=1
0 if j=dyand k =2
(Ho(0)y)ijn = Vi ik if [Jvig:lla <1
Tyl (yzjk - W%ﬂ - W*y’”) it loiall2 > 1
(57)

Here the first two conditions ensure the boundary conditions y; ; » = 0 for i = dy and k =
1 or j =ds and k = 2. The third and fourth options concern non-boundary points, i.e.,
i <djand k=1and j < dg and kK = 2. A proof (for general manifolds) can be found
in appendix A.1

For the semismoothness we know that prox,(z) is semismooth since it is smooth.
The semismoothness of ProX, (y) follows from Prop. 3.6. So we are indeed justified to
use the Newton system in (67) with A =T

For superlinear convergence in Thm. 3.9 we also need invertibility of the Newton
matrix at the solution. For TV this is problematic, as will be discussed in the following.

3.4.2 Non-invertibility Caused by Loops

We will now consider a d; X ds 2D image. We can construct the matrix representation
of T using the Kronecker product,

14, @ Ty,

T —
Ty, ® I,

(88)

from the n— 1 x n matrix representations 7, of the 1D forward finite difference operators
with Neumann boundary conditions,
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Note that the final (zero) row for the boundary points has been eliminated for conve-
nience. As an example, consider the 3 x 3 grid in Fig. 6 as representation of a 3 x 3
image. Then, the adjoint T'" is

7 8 9
4 5 6
1 2 3

Figure 6: A 3 x 3 grid.

-1 0 0 0O 0 0 -1 0 0 0 0 0
1 -1 0 0O 0 0 O -1 0 0 0 O
0 1 0 0O 0 0 0 o -1 0 0 O
0 O -1 0 0 0 1 O 0 -1 0 0
TV =10 0 1 -1 0 0 0 1 0O 0 -1 0 (90)
0 0 0 1 0 0 0 0 1 0 0 -1
0 0 O 0 -1 0 0 0 0 1 0 o0
0 0 0 0 1 -1 0 O 0 0 1 0
| 0 0 O 0 1 0 0O 0 0 0 1 |
Now consider the vectors v; and v, both of which lie in the kernel of T'':
T
w=[10-1000-110000/ (91)
T
w=[1 1 -100 -1 1010 -11]. (92)
This means that in the case that H = I we have the Newton system
o ao pT
a+to a+to
[—TT 0 1 ’ (93)

which has zero eigenvectors v} = [0,v1]T and v = [0,v2] " and is therefore non-invertible.

Since we can associate the edges between grid-points as dual variables, we can visualize
the eigenvectors (Fig. 7). The eigenvectors correspond to loops in the system coloured
in red (v;) and blue (v2). One can actually check that every loop corresponds to an
eigenvector with eigenvalue 0.

Remark 3.10. This phenomenon does not occur in the 1D case, but emerges in higher
dimensions.
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T B 5 © | TG 5 © |9

(10) (11) (12) (10) (1) (12)

e @ s I3 @ s

™) ®) (9) (7) ®) (9)

M 2 @ 3 M 2 (» 3
(a) v (b) 3

Figure 7: The corresponding zero eigenvectors represented as loops over the 3 x 3 grid.

Although this case might seem artificial, it is the cause of non-invertibility of the
Newton matrix in real-world problems. Consider the case that somewhere in a d; xds grid
we have 4 neighbouring grid-points, say w; j, Ti+1,j, ;i j+1 and x; 1 41, in a square that
will have exactly the same value in the optimum. This is realistic, since total variation

tends to give piecewise constant solutions. Now, let Iy = (i,7,1), lo = (i, + 1,1),
I3 =(i,7,2) and Iy = (i + 1, j,2) be the indices of the corresponding dual variables. As
the gradients are locally zero, we have [Tx]; = 0. Since the dual variables must be in

the unit ball we have |y;| < 1 at the optimum. Then, at the solution for the ROF model
we see

|yl + T[T'z]” = |yl| < 1 = Hll =1 forle {l17l27l37l4}‘ (94)

In other words, we have four points that result in a loop and the system becomes singular
in the same way as with the previous 3 x 3 example. As mentioned before, for TV we
typically find piecewise constant solutions. So this prior knowledge in the form of TV
regularization is actually the bottleneck for getting reasonable results with SSN. In other
words, we need some extra help to work around this issue.

3.4.3 Invertibility by Dual Regularization

So far we tried to solve the saddle-point problem

. 1
it swp {oole BB (T - i, ()} (95)

reRd1 Xd2 yERd1 xdg X2

Instead we will now introduce a regularization term for the dual variable and solve

. 1 B
it s (ol b+ (Toy) — i) - SIB) . 90)

reR1 xd2 y€Rd1 X d2x2

The f part remains the same, but we have a new g, we will call g; from now on. We
need to know what prox ;. (z) is.
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prox, () = argnin {95 v) + 5[0~ v} (97)
= argmpn {LB uvH%+uv—yn%} (99
{ia, @)+ G108 + -0 ol - o (1- 52 ) i} 99
= ar mm L —llv —|lv — — (1=
g B+ 2 Y2 B 1+ pr Yll2
: 1 + BT
= argmin {LBq* (v) + 5 lv — } (100)
1
& =1p., , 101
T (1 T Bry) (101)
where II B, 18 the projection onto By+. Now, we find
|Yi gkl }>_1 Yijk
- = 1 D) o 102
prOXTgl (y) ((ma’x { ) 1 + /87_ 1 + 67— lj i ( )
and .
!yz‘j:H'Z})_ Yijk
o (y) = 1 > s ) 103
prOXTQQ (y) ((ma‘x { ) 1 + /87— 1 + 57_ Z] 3 ( )
For the Clarke generalized differentials H; and H, we find
0 ifi=dyand k=1
- 0 if j=dyand k=2
Hi(v)y)iix= . 104
()9 71_:57yi,j,k if |vijrl <1487 (104)
0 if ‘Ui,j,k| > 14 57‘
and
0 ifi=diand k=1
5 0 if j =do and k=2
(HZ(U)y)i7j7k = ﬁyi%k if H'UZ‘J":HQ <1+ p7
s (9ogm = S5 i — SRy e) A gl > 14 87
(105)
We see that this resolves non-invertibility since the zero diagonal entries of I — H in the
Newton matrix (67) now become 1 — —— = £~

1+68T1 1+871"
Further, we see that as 8 — 0 we approach the TV dual proximal map, but the

problem becomes more and more ill-posed. For the condition number of the regularized
Newton matrix V, we expect

I+p7 C .
R <l (106)

for some constant C' > 0. As 8 — 0 the condition number tends to increase. A large
condition number has the major drawback that rounding errors in either the matrix or
the vector can amplify and make it much more complicated to find an accurate result.
This trade-off between accuracy and convergence will be topic of experiments in Sect. 3.5.

(V) = VIV = C
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Remark 3.11. One should note that there are other options to resolve the non-invertibility.
The approach discussed above has the primary advantage that it is easy to implement
and, as it turns out, is convenient to generalize to the manifold setting. Another option
would be to use another discretization of the gradient [LLWS13] in the ROF model or
use a pseudo-inverse for the Newton matrixz. Due to lack of theoretical motivation of the
latter two approaches to work with SSN, these have not been investigated in this work.

3.5 Numerical Experiments*

In this section we will explore the behaviour of the Semismooth Newton (SSN) method
through several numerical experiments with ¢2-TV:

. 1
inf {me—hHg—l- | Tz

xERdl Xdo

|w}. (107)

The key questions we try to answer are

e Do we suffer from semi-definiteness in practice, i.e., is dual regularization neces-
sary?

e Can we get quantitatively better performance using SSN than when using PDHG?
e Can we get a qualitatively better solution with SSN than with PDHG?

We will try to answer these questions through 3 experiments: a proof of concept for
a 1D problem with known minimizer, runtime analysis and further exploration of the
parameter 5.

In the following sections our goal is to solve

-
_ [ ®—prox,p(z—0oT"y) \ _
X(@,y) = ( y — prox, g« (y +7T2) | 0 (108)

for f(z) = g5zlle — hll3 and g (y) = tp,(y) + gHyH% (so regularized isotropic TV) and
o, 7 > 0. Moreover, throughout the sections we will use the relative error

N P G

€rel "= o
X @0, )2

(109)
as an measure for convergence.

All numerical experiments are implemented in Julia version 1.3.0 and run on a HP
ZBook, 2.4 GHz Intel Core i7, 8 GB RAM.

3.5.1 Signal with known minimizers
For a proof of concept we will consider a 1-dimensional piecewise constant signal (Fig. 8)

a if71<10

b ifi>10 (110)

heRm,h“:{
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Remark 3.12. For this signal we know the (*-TV minimizer in (69): for a > 0 and
a > b the minimizer x* is given by

) _{ a_mm{;,gz);_,,}}(a—w i< 10 (111)

A proof (for general manifolds) can be found in appendiz A.2.

Furthermore, note that do = 1 and the operator 1" reduces to the 1-dimensional
difference operator of (89) (i.e., we have T : R% — R9~1 x {0}). This also means that
the isotropic (¢ = 2) and anisotropic (¢ = 1) cases reduce to the same functional.

Moreover, in the one-dimensional case we do not have the loop issue as discussed in
Sect. 3.4.2. Empirically this seems to resolve the non-invertibility, as we have no issues
solving the Newton system for g = 0.

Choosing a = 3, b = 1 for the signal, we solve £2-TV with oo = 1 using SSN. We choose
oc=7= % and start from xz° = h and 3° = 0.

SSN converges after 8 iterations in 0.188 seconds superlinearly to a solution of X (z,y) =
0 with an accuracy of €,y = 10716, which is in line with what we expected from theory.

3.5.2 Comparison of algorithms for solving regularized TV

For this experiment and the next we use a patch of the Lena image. The original image
and the noisy image are shown in Fig. 9. Both in this and in the next section we added
Gaussian noise with variance 62 = 0.04. In the following we will denoise the image
with regularized isotropic /2-TV with a = 0.2 and 0 = 7 = % The dual regularization
parameter § will differ from case to case. In both cases we start from the data for the
primal, and from the zero vector for the dual variables.

For this part we are particularly interested in getting insight into the runtime perfor-
mance of SSN. We will take two values for 3, 1073 and 1079, and compare performance
of SSN with PDHG. We expect that PDHG will be faster at the start but will suffer from
slow tail convergence. Hence, SSN should give better performance for higher accuracy
solutions.

For our numerical experiment, we measure the (CPU) runtime until the algorithms
reach €., € {10_2, 1074, 10_6}. The runtimes for 3 = 1072 are shown in Tab. 1. The
solutions of PDHG and SSN at €, = 1076 along with the progression of the relative
error and the isotropic £2-TV-cost are shown in Fig. 10.
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I I
original

® exact solution

® reconstruction SSN
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(a) Result SSN
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(b) The progression of the relative error (c) The progression of the £2-TV cost

Figure 8: The results of an experiment in which SSN is used to solve for the ¢2.-TV
minimizer of a signal with known minimizer. The SSN solution converges to the exact

solution of the minimization problem and converges superlinearly in the vicinity of the
minimizer.

(a) Original Lena eye image  (b) Noisy Lena eye image

Figure 9: The original and the noisy eye of the Lena image.
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g =103 €re = 1072 €reg = 1074 €re; = 1076
Method | Time | # Iterations | Time | # Iterations | Time | # Iterations
PDHG | 1.188 161 13.593 1792 61.282 7938

SSN 4.625 14 5.578 17 5.843 18

Table 1: The runtimes and iteration counts of SSN and PDHG with 8 = 102 until
€rel < {10_2, 1074, 10_6} is reached. SSN reaches higher accuracies faster than PDHG,
but the latter is preferable for low accuracy solutions.

) Result PDHG ) Result SSN

1010
PDHG
~—— SSN

100 10%8

a) Noisy image

—— PDHG
~—— SSN

1007

|

200
Iterations

0 100 200 300 0 100 300

Iterations

(d) The progression of the relative error (e) The progression of the isotropic £2-TV cost

Figure 10: The results of a performance comparison experiment, in which the Lena eye
is denoised using the dual regularized isotropic £2-TV model with 8 = 1072 and o = 0.2.
SSN converges superlinearly, whereas PDHG suffers from slow tail convergence.

For 3 = 1079 the runtimes are shown in Tab. 2. The solutions of PDHG and SSN at
€ret = 107% along with the progression of the relative error and the (isotropic) £2-TV-cost
are shown in Fig. 11.

The results confirm what we expect. If a relative error below approximately 1072-1074
is requested, SSN performs better than PDHG for both values of 8. Furthermore, we
see the superlinear convergence more clearly than in the 1D case.
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S =107 €re = 1072 €re; = 1072 €reg = 1070
Method | Time | # Iterations | Time | # Iterations | Time | # Iterations
PDHG | 1.375 162 27.563 3419 750.547 84156

SSN 8.547 26 11.437 33 13.047 38

Table 2: The runtimes and iteration counts of SSN and PDHG for = 1076 until
€ral < {10_2, 1074, 10_6} is reached. SSN reaches higher accuracies faster than PDHG,
but the latter performs better for low accuracy solutions.

(a) Noisy image (b) Result PDHG (c) Result SSN

1019
—— PDHG — PDHG
SN —— SSN

100 ok 1018

1072

— ¥
2 I
E 1016
1074
10t
107
1014 Hi—
0 100 200 300 400 560 0 100 200 300 400 560
Iterations Iterations
(d) The progression of the relative error (e) The progression of the isotropic £2-TV cost

Figure 11: The results of a performance comparison experiment, in which the Lena eye
is denoised using the dual regularized isotropic £2-TV model with 3 = 107% and o = 0.2.
SSN converges superlinearly, whereas PDHG suffers from slow tail convergence.

3.5.3 Role of the dual regularization parameter

In the previous experiment, we smoothed the TV term as in Sect. 3.4.3 in order to avoid
a singular Newton matrix, i.e., we had to modify the energy. This leaves the question
whether SSN can also perform well for the non-smoothed version.

For the final part our central question is whether we can get a qualitatively better
solution with SSN than with PDHG. Our aim is to see whether it is possible to get a
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lower £2-TV energy with a small 8 and a very accurate SSN solution to the regularized
problem than with a less accurate PDHG solution to the non-regularized problem. The
main motivation for this is that PDHG has slow tail convergence and therefore might
effectively stall at a sub-optimal energy.

In order to investigate the possibility of getting better results with SSN and a small
B, the first step is to look into the role of § itself. In Sect. 3.4.3 we discussed that
as 3 — 0 we expect the solution to converge to that of (normal) ¢2-TV. However, we
also expect the matrix to become more and more ill-conditioned causing trouble with
convergence due to numerical underflow: rounding errors prohibit us from obtaining an
accurate result. Once we can pick a good 3, the second step will be to compare results
for a SSN solving the regularized £2-TV problem and PDHG solving the (normal) ¢2-TV
problem.

Finding a good

To explore the trade-off between accuracy and convergence, we run the following exper-
iment in order to find a good B. For different 8 we denoise the Lena eye by minimizing
the regularized £2-TV functional with o = 0.2 (as discussed in the previous section). The
algorithm is assumed to have converged if €,,; < 107!°. From observations in Tab. 1 and
Tab. 2 from the previous experiment we can assume that the runtime will be about same
order of magnitude as the runtime for solving the problem with PDHG until €,,; = 10™%.

From the results in Tab. 3 we observe, in line with our expectations, the following:

(i) For 3 < 1077 SSN does not seem to converge, but until that point we find an
decreasing ¢>-TV cost.

(ii) For lower 8 we eventually get a lower £2-TV energy than with PDHG.

To start off with (i) we see in Fig. 12 the behaviour of the relative error more clearly.
For very small § the algorithm seems unable to reach a higher accuracy. Considering
the non-amplifying behaviour of the relative error progression a possible cause could
be rounding error taking. This would comply with our prediction that the condition
number would cause numerical underflow for too small values for 5. However, we note
that an accuracy of about 10~ is still achieved. Next, for (ii) our expectations also seem
to be fulfilled. As (3 gets lower TV gq,s decreases and eventually finds a better solution
with a lower energy than PDHG.

The remaining question now is whether we can not only find a lower cost, but also do
this in less time than PDHG.

SSN outperforming PDHG

One might wonder if there is a moment PDHG performs better again. So for the next

step we will use 8 = 107° as a benchmark and run PDHG with decreasing relative error

tolerance. The £2-TV cost will be compared with that of SSN along with the runtimes.
In Tab. 4 we see that indeed PDHG will eventually take the lead in terms of energy

if we run the algorithm until €,.; = 107%. However, whereas SSN needs 12.751 seconds,
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8 TVgsns | TVssne — TVrprg | # SSN
1071 | 27.771273 3.2714496 7
1072 | 24.785553 0.2857292 11
1073 | 24.523937 0.02411314 20
10~* | 24.500692 0.0008689283 33
1075 | 24.498486 -0.0013390831 46
1076 | 24.498262 -0.0015609582 39
1077 | 24.498936 -0.0008878283 -
1078 | 24.498934 -0.0008907767 -

Table 3: The results for solving the dual regularized £2-TV problem for different values
for 3. For values of 3 > 1076 SSN converges. For f = 10~7 and 8 = 10~8 SSN was
terminated after 1000 iterations. For small values of 3, solving the regularized ¢2-TV

problem with SSN can yield a lower energy than solving the non-smoothed problem with
PDHG.

100
-5 )
10 v
©
°V)
— B =1le-1l
10-10 — B =1le-2 H
] — B=1e-3
— B =1le4
] —— B=1e5
— B=1e6
] — B =1le-7
1015 — B = le-8 ||
0 20 40 60 80 100

Iterations

Figure 12: The results of an experiment, in which the relative error of SSN for dual
regularized isotropic £2-TV will be compared for different values for 3. For the two
smallest values for £, numerical underflow prohibits high accuracy.

for PDHG it takes up to 53 times longer to do this. So indeed it could be a good idea
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to use SSN even in the case of 2-TV.

Although these experiments give a clear indication of the possibilities of SSN on its
own and compared to PDHG, there is more to this when it comes to practical problems.
These will be the topic of the following section.

€rel | TVppuG | TVssns — TVppuc | tpoua ?:;71’:5

10~* | 24.499825 -0.0015609582 26.078 2.045173
107° | 24.498367 -0.00010436704 92.204 7.231119
1076 | 24.498251 1.2367425e-5 684.124 | 53.652576

Table 4: The results of an experiment, in which we compare the solutions of ¢2-TV
by PDHG to those of dual regularized ¢2-TV by SSN. In practical cases, i.e., PDHG
reaching an accuracy of €, < 1075, SSN obtains a solution with a lower energy than
PDHG even though it solves a smoothed version of the problem. In order for PDHG to
find a lower energy than SSN, we need a much more accurate solution €,,; = 107% and
hence a longer runtime.
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3.6 Towards SSN for Manifold-valued Data*

At this point, we would like to summarize the main conclusions that can be drawn in the
Euclidean setting, in order to prepare for the extension to manifolds in the remainder of
this thesis.

Best Practices

From the experiments it is clear that the introduction of a dual regularization term is
a valuable asset to solving TV with SSN for 2D problems. Not only is it possible to
achieve local superlinear convergence, but we are even able to get better results than
PDHG when solving normal TV (i.e., with 8 = 0).

Full Potential of SSN

One should realize that these experiments do not show the potential of both algorithms
to their full extent. PDHG is very easily parallellizable and SSN could benefit from a
good iterative method when solving the Newton system. The latter is made possible by
the introduction of the inexact Semismooth Newton method [MQ95]. The interesting
case now would be to look into actual (large scale) real world problems such as denoising
a 256 x 256 (or even 512 x 512) image.

However, in order to run a fair experiment we should realize both the parallel PDHG
and the accelerated SSN. One option could be a GMRES extension to SSN. However,
during preliminary experiments, we found developing an efficient preconditioner to be a
major hurdle, therefore we did not follow this path further.

Comparison to Prior Work with SSN

As mentioned in the introduction of this work, there was another approach in [RLV17]
to SSN by adding a small positive multiple of the identity matrix to the Newton matrix.
In our experiments we did not focus on comparing the results of our dual regular-
ized approach and the latter for the simple reason that we were interested in finding
a mathematically solid idea that could be generalized to the manifold case. Whether
our implementation or the one in [RLV17] is actually preferable in the Euclidean case
remains open.

A Potential Globalization Scheme

We also considered a globalization scheme that might be feasible for the manifold case.
We particularly looked into the Adaptive Semismooth Newton method (ASSN) from
[XLWZ18]. Whereas from numerical results we indeed observed convergence, the theory
of the algorithm partially relies on the fixed point map X : R? — R? to be a-averaged
(see Sect. 1.1 of [XLWZ18] for a definition), which in our application remains to be
shown. Reason to discard it, was its performance. Preliminary experiments showed
that as SSN needs more iterations as § — 0, so did ASSN. However, whereas SSN
stayed below the 50 iterations for 5 = 1079, the globalized ASSN method did not enter
the superlinear convergence region after 10.000 iterations. Therefore, we focus on local
convergence aspects in the following.
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Chapter 4: Preliminaries II: Manifolds and Rie-
mannian Geometry

In this chapter we will discuss differential geometry and Riemannian geometry. All of
the discussed topics in Sect. 4.1 and Sect. 4.2 can be found in [Leel3, Car92, CE0S§].

This chapter is organized as follows. In Sect. 4.1 basic notions from differential ge-
ometry will be discussed. In particular, the path towards Riemannian geometry will be
paved and the application of Jacobi fields will be discussed. In Sect. 4.2 we will look
into the S and P(d) manifold as examples and discuss the relevant mappings that are
required for numerical purposes.

4.1 Differential Geometry and Riemannian Geometry

Whereas smooth manifolds are still just a step more general than the concept of a vector
space, the nature of its notions are very different from the linear case. For the former
we can oversee the whole space at all time, but for manifolds we are often limited to a
local neighbourhood. Moreover, mappings and vector fields call for generalized notions.

4.1.1 Basic Notions in Differential Geometry

In this section we will develop the basic notions of differential geometry and work towards
Riemannian geometry by defining the metric tensor as a first milestone.

Smooth Manifolds

In differential geometry we typically look at non-linear spaces. In these spaces, useful
characteristics of vector spaces, in particular addition and scalar multiplication, are
missing. In order to overcome this, we want the space to locally look like R?, i.e., we
want it to be locally homeomorphic. For completeness, we give the following definition.

Definition 4.1 (locally homeomorphic). We say a set M is locally homeomorphic to
R? if each p € M has an open neighbourhood U that is homeomorphic to some open
subset of R, In particular, there exists a mapping ¢ : U — o(U) C R? such that o is
invertible and both ¢ as its inverse are C° maps.

These homeomorphisms are often called charts and these are combined in an atlas,
covering up the whole manifold (Fig. 13).

Definition 4.2 (coordinate chart). If ¢ : U — o(U) C R? is a local homeomorphism
on a set M, then we say that (U, ) is a (coordinate) chart for M.

Definition 4.3 (atlas). If ¢ : U — o(U) C R? is a local homeomorphism on a set
M, then we define an atlas for M as a collection {(Uy, va)} of coordinate charts which
covers M, in the sense that UU, = M.
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Next, we also need some geometrical regularity: we need the space to be second
countable and Hausdorff.

Definition 4.4 (topological manifold). A topological d-manifold is a d-dimensional
second countable Hausdorff space M that is locally homeomorphic to R?.

Figure 13: An illustration of coordinate charts on a manifold [Leel3]. In order to consider
different parts of the manifolds, different charts are needed.

For differential geometry, there is more. We want a differentiable manifold. So far
we have only considered the “geometry” part, but not the “differential” part. Now, the
latter comes in to play when considering a certain smoothness of the coordinate charts.

Definition 4.5 (C"-compatible coordinate charts, C"-atlas). Fiz r € {0,1,2,...,00}.
We say

(i) Two charts (U, ) and (V,v) for a manifold M are C"-compatible if the transition
functions 1 o o~ and p o1p™! are C" maps.

(ii) A CT-atlas for M is a collection of C"-compatible coordinate charts which covers
M. A C"-structure on M is a mazimal C"-atlas, that is an atlas U = {(Uq, ¢a)}
such that every coordinate chart (V,1), which is compatible with all the (Uy, pq)
is already contained in U.

Finally, we are ready to define a smooth manifold.

Definition 4.6 (C"-manifold). A C"-manifold is a topological manifold M with a C"-
structure. A chart for a smooth manifold will mean a chart in the given smooth structure.

From here on out, a smooth manifold will be referred to as a C°°-manifold, i.e., we
have C°°-charts.

3These are technical notions that are often satisfied. In this work, we will leave out the details.
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Mappings and Vector Fields on Manifolds
Smooth functions between manifolds can be interpreted in terms of coordinate charts
(Fig. 14).

Definition 4.7 (smooth functions). Let M and N be smooth manifolds. The function
F: M — N is smooth if for each p € M we can find charts (U, ) and (V,v) for M
and N such that p € U and o F o~ is smooth (as a map between Euclidean spaces).

o) "o v ‘ w (V)
YoF op™ L

Figure 14: An illustration of the interpretation of smooth functions between mani-
folds [Leel3]. Smoothness of maps F' can be interpreted in terms of classical smoothness
between Fuclidean spaces.

In particular, we can look at smooth functions f : M — R, which we denote by
f e C®(M). If we now consider curves v : (—¢,¢) — M we have (f o) : (—¢,e) C
R — R and we can differentiate the real-valued function f o~ as we are used to from
the Euclidean case. This motivates us to define tangent vectors as derivatives of such
smooth functions.

Definition 4.8 (tangent vector, tangent space). Let v : (—¢,¢) — M be a C'-curve
with v(0) = p and let C*®°(p) denote the set of smooth functions on a neighborhood of p.
The mapping v(0) : C*(p) — R defined by

: df(v(
1 = YOO e gongy) (12)
t=0
is called the tangent vector to the curve v att = 0. The tangent space T, M at a point
p is the collection of all tangent vectors of curves going through p.

The tangent space admits a vector space structure of the same dimension as the
manifold. In particular, for u,v € T,M and a,b € R, we know that au+bv € T, M. The
collection of all tangent spaces is called tangent bundle, i.e.,

TM:= | {p} x oM (113)
pEM
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and is a manifold of dimension 2d, if M is a d-dimensional manifold [Leel3, Prop. 3.18].
For an interpretation of the tangent space and tangent bundle for the case of M = S2,
see Fig. 15. With that we should note that, we can easily interpret a tangent vector as
a vector in a plane tangent to the manifold even though the definition suggests that we
look at differential operators.

Figure 15: An illustration of the interpretation of the tangent space on a sphere [Leel3].
The union of all these planes and its base points forms the tangent bundle.

Also note that since the tangent space is a vector space it has a dual space, the
cotangent space and is denoted by T, M. We call § € T M a covector and the duality
pairing is denoted by (v,§), for v € T, M and £ € T M.

Going back to the more general case of F': M — N we can generalize the derivative
of a function between manifolds as an operator that maps tangent vectors.

Definition 4.9 (differential). Let F : M — N a smooth function, let p € M and
v € TpM. The mapping D,F[v] : C*°(N) — R given by

(DpF[o]) fi=v(foF), feC®WN), (114)
is a tangent vector at F(p) of N'. The mapping

DyF : TyM — TppN, v = DyF[v], (115)
is called differential of F'.

This operation is visualized in Fig. 16.
Moreover, the differential of the concatenation G o F' is given by the chain rule, i.e.,

Dy(G o F)[v] = Dp(pGID,Fl]l, v € TpM. (116)

Vector Bundles and Metrics

We have been looking at operations on single vectors, but typically we are interested in
the behaviour at entire fields of vectors. However, before getting there we will define the
notion of a wvector bundle.

Definition 4.10 (vector bundle). A vector bundle of rank k over a smooth manifold
M is a manifold E with a surjective smooth projection map 7 : E — M such that:
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Figure 16: An illustration on the interpretation of the differential as mapping between
tangent spaces [Leel3]. The differential maps a tangent vector in 7, M to a tangent
vector in TppmN.

e Each E, = 7 1(p) is a (real) vector space of dimension k.

o For each p € M, there exist a neighbourhood U and a homeomorphism ® :
71 (U) — U x R¥ (called a local trivialization of E over U), satisfying the follow-
ing conditions:

(i) Ty o ® =7 (where my : U x RF — U s the projection,).

(ii) For each q € U, the restriction of ® to Eq is a vector space isomorphism from
E, to {q} x RF = RF

Then, a section can be defined as follows.

Definition 4.11 (section of a vector bundle). A section of a vector bundle E with
projection map m : E — M is a smooth map 0 : M — E such that w o o = id,
meaning o(p) € E, for each p € M. The space of all (smooth) sections is denoted I'(E).

A vector field is an example of a section of the tangent bundle.

Definition 4.12 (vector field). A (smooth) vector field X on a manifold M is a smooth
choice of a vector X, € T,M for each point p € M. That is, X is a (smooth) section of
the bundle T M with projection = : TM — M, meaning a smooth map X : M — T M
such that mo X =idpy. We write X := X (M) :=T(T M) for the set of all vector fields.

Remark 4.13. It is also possible to multiply a smooth function with a vector field. If
f e C®M) and X € X(M), we can define fX as the vector field such that (fX), =
f(p)Xp. This should not be confused with (X f), = Xp(f).

Similarly, T'(7*M) is the section of covector fields. Another example would be T'(Q(7M)),
the section over the vector bundle of quadratic forms on M, i.e., we have a quadratic
form g, : TpM — R for all p € M. There is a one-to-one relation between the quadratic
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forms and the symmetric bilinear forms: indeed for a vector space V', a bilinear form
b:V xV — Rand v € V, we can define a quadratic form ¢(v) := b(v,v) and we can
recover b from ¢ through

2b(v, w) = q(v+w) — q(v) — q(w). (117)

If we restrict ourselves to positive definite quadratic forms, we can define a positive
definite section as a smooth field of positive definite symmetric bilinear forms generated
by a section of positive definite quadratic forms in I'(Q(7M)). Such a positive definite
section corresponds to a section of inner products.

Definition 4.14 (Riemannian metric). A positive definite section g € I'(Q(TM)) is
called a Riemannian metric on M.

Given such a metric g, also referred to as the metric tensor, we denote it by g(-, ) :
TpM x TpM — R (or simply by (-,-),) and denote the corresponding norm by || - ||,.

Finally, it turns out that such a positive definite section generated by a section in
I(Q(TM)) always exists for a smooth manifold.

Theorem 4.15 (existence of Riemannian metrics, [Leel3, Prop. 13.3]). Every smooth
manifold admits a Riemannian metric.

The first result of the metric tensor now is that we can define a notion of length.

Definition 4.16 (length). Suppose v : [a,b] — M is a piecewise smooth curve. The
length of v (with respect to the Riemannian metric g) is

en)i= [ 150 . (115)

The distance is a direct consequence.

Definition 4.17 (distance). The distance between two points p,q € M s the infimal
length

d(p,q) := inf len(y) (119)
¥
taken over all piecewise smooth curves v in M from p to q.

The existence of the metric tensor is the start towards Riemannian geometry.

4.1.2 Riemannian Geometry

As we have seen, having a metric provides us with a notion of distance. Moreover, a
metric enables us to talk about even more general notions such as the covariant deriva-
tive, which in turn provides us with several manifold mappings and a notion of intrinsic
curvature.
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A Generalized Directional Derivative
The first step is defining the notion of an affine connection.

Definition 4.18 (affine connection). An affine connection is a mapping V : X(M) x
X (M) — X(M) between vector fields denoted by (X,Y) — VxY, with the following

properties:
(i) linearity in first component over C*°(M)

Vf1X1+f2X2Y = f1VX1Y + fQVXQY, Vfl,fg € COO(M),Xl,XQ,Y S X(M),
(120)

(ii) linearity in second component over R

Vx (aYi +bY2) = aVxY; +bVxYs, Va,beR X, Yy, Yo e X(M),  (121)

(iii) product rule

Vx(fY) = fVxY + (X(f))Y, VfeC®M),X,YecX(M). (122)

This connection can be seen as a generalization of the directional derivative. However,
whereas in R? the directional derivative is well-defined, this is not the case for manifolds.
Nevertheless, there are very useful properties: symmetry and metric compatibility.

Definition 4.19 (metric compatibility). A connection V is called compatible with the
metric g if the Ricci identity holds

X(9(Y,2)) =9 (VxY,Z)+g(Y,VxZ) (123)
forall X,Y,Z € X(M).
Definition 4.20. A connection is called symmetric if
VxY - VyX = [X,Y], (124)
where [X,Y] := XY — Y X is the Lie bracket.

Now we have the following result.

Theorem 4.21 (Levi-Civita connection, [Car92, Thm. 3.6]). Given a Riemannian
manifold M there exists a unique affine connection V on M satisfying the conditions:

(i) V is symmetric.
(i) V is compatible with the Riemannian metric.

In the following, we will be using the Levi-Civita connection unless stated otherwise.
This motivates us for the definition of the covariant derivative.
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Definition 4.22 (covariant derivative). Let and M be a Riemannian manifold and let
v : [0,1] = M be a curve. The operator L 3 1 [0,1] x X(y) — X(v) is the covariant
derivative along v, is defined as

ZX(t) = Vi X, (125)

where X € X (M) is any vector field such that X (t) = X (y(t)).

Remark 4.23. Note that for a fized X, 2% 1 [0,1] — X (v) given by t — ZX(t) denotes
a mapping into a vector field over .

It is often useful to be able to have an explicit expression for the covariant derivative.
For that we need a basis along a curve v : [0,1] — M. That is a collection of linearly
independent vector fields ©; € X (). Note that for some coordinate chart (U, ¢) and
v C U we can find this basis at p = v(t) through applying the differential D ! for
r = ¢(p) to a linearly independent vector field on R?. The latter always exists. Then,
for a vector field X € X () we can find u’ € C*°([0,1]) and 2 € C°°([0,1]) fori =1,...,d
and write

= Zui@i and X = ZJZZ@Z (126)

Indeed, we have u’ = (7 0 ¢) and ' = X (7 0 ¢) where 7 : R? — R is the projection
onto the ith coordinate in RY. Then, we can write [Car92, Remark 2.3]

dt—z( Zr xuﬂ) () (127)

where Ffj € C*°(]0,1]) are the so-called Christoffel symbols representing an additional
contribution due to the manifold structure and (©%), ;) is the vector in the vector field
Oy, evaluated at y(t).

Remark 4.24. Instead of (Ok),(, often we also write ©k(t) or (Oy), if p = (t) is
clear.

We will not go into detail how to compute the Christoffel symbols, because it is beyond
the scope of this work. However, we do want to note that these are determined by the
metric tensor and furthermore in the case of R% we have Ffj = 0. So in other words, we
see that the directional derivative corresponds to the covariant derivative and we have
that the former is well-defined as we are used to.

Remark 4.25. We can do a similar trick with the differential. For a map F: M — N
and a curve v : [0,1] = M we can again find a basis {O;}; with ©; € X(y). Then for a
vector field X € X () we can find x* € C®([0,1]) fori = 1,...,d. and write

X =) a6, (128)
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Similarly, for a chart (V,v) such that F(U) C V C N we can find a basis {U;}; on V
with ¥; € X(F(v)) and we can compute the vector field

df’

Y = — U, 129
where fi=mloyoF € C®U), © is the projection onto the jth coordinate and
dg;—t] = X(f) = 3, 2'0;(f7) € C>=([0,1]). Then we have for t = ty such that v(ty) = p

a’

that
DyF[X,] = Yip) = Z dt

J

(Y5) pip) - (130)

to

Note that we can see (@Z(f]))f is nothing more than the Jacobian in this context.

The covariant derivative has many useful applications. We start with the notion of
parallellism.

Definition 4.26 (parallel vector field). A wvector field X € X () is called parallel to
~v:[0,1] = M if
D

EX =0, forallt e |0,1]. (131)

This gives us the notion of a geodesic.

Definition 4.27 (geodesic). A geodesic is defined as a curve that is parallel to itself,
i.€.,

D
A =Vi¥y =0. 132
d t7 57 (132)
It also turns out that geodesics have constant speed and are locally distance minimiz-

ing, but more importantly, they are the foundation of a series of manifold mappings.

From Geodesics to Manifold Mappings

From the description of a geodesic as the solution to a non-linear second-order differential
equation, it follows that a geodesic can also be characterized using a starting point p € M
and a direction v € 7, M using the boundary conditions

Vp;v(o) =D '7}2;11(0) =v. (133)

Nevertheless, it is not guaranteed that geodesics are well-defined arbitrarily long. This
will be the next topic of interest. We denote the subset of 7,,M for which these geodesics
are well defined until ¢t = 1 by G,. A Riemannian manifold M is said to be complete
if G, = TpM holds for all p € M. A special type of manifolds with this property is
a Hadamard Manifold: a simply connected complete Riemannian manifold with non-

positive sectional curvature?.

4We will discuss curvature at the end of this section
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Definition 4.28 (exponential map). The exponential map is defined as the function
exp, : Gp = M given by
eXPp(U) = Yp(l)- (134)

Note that exp,(tv) = 7,,(t) holds for every t € [0,1]. Next, we introduce the set
Q;D C TpM as some open ball of radius 0 < r, < oo about the origin such that exp, :

g;) — exp,, (g;)) is a diffeomorphism. Then, we can also define its inverse. This radius
rp is often referred to as the injectivity radius.

Definition 4.29 (logarithmic map). The logarithmic map is defined as the inverse
function of the exponential map, i.e., log, : exp, (g;) — G, C TpM.

If the logarithmic map is well defined, another way of characterizing geodesics would
be through its end points. We write 7,4 : [0,1] — M to indicate a geodesic starting
from p going to q. Indeed we can write

Tra(t) = exp, (tlog,(q)) - (135)

Furthermore, the exponential and logarithmic maps can be used as a coordinate chart.
This choice of chart is often referred to as (geodesic) normal coordinates. In particular,
if we on top of that use a set of orthonormal vectors at p € M as basis vectors, we
have g, = I and moreover, the Christoffel symbols at p vanish, i.e., Ffj (p) = 0. This is
particularly useful for computing the covariant derivative at one point.

Also note that the Riemannian distance between p,q € M, for ¢ € G,,, can be written
as

d*(p, q) = (log, q,10g, q), = [|log, gl (136)
Yet another important mapping is the parallel transport map, which allows us to trans-
port information across the manifold.

Figure 17: A visual representation of some manifold structures such as geodesics, the
exponential map and the logarithmic map (left) and the parallel transport map (right)
[CJ19].

Definition 4.30 (parallel transport). We define the parallel transport of a tangent
vector v € TyM as a mapping Py—q : TpM — TqM into the tangent space at g € M by

Pyqv = X (1), (137)

where X € X (vpq) is the vector field parallel to a minimizing geodesic vy, with X (0) = v.
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A summary of the discussed maps are shown in Fig. 17.

It is typically difficult to compute parallel transport and often we need to resort to
approximations. A very popular choice is the pole ladder approximation as shown in
Fig. 18.

Definition 4.31 (pole ladder). We define the pole ladder approzimation to parallel
transport by

P;ﬁq(v) = —log, (7 (expp(v),ﬁyp,q (;) ;2)) € TyM.

S _pP .
—Pf%y(g'] s y I Rr%y(t)

o - Pryy(v)

p=y(exp, v, y(z,y; %]: j)“-‘___k\

€ =exp,v

Figure 18: Illustration of the construction of the pole ladder, for given p,q € M and
v € T, M [Per18].

For a special class of manifolds this approximation is even exact. That is for symmetric
manifolds. Before we can move on to this result we need the notion of the Riemannian
reflection.

Definition 4.32 (reflection). A mapping Ry, : M — M on a Riemannian manifold M
is called (geodesic) reflection at p € M if

Rp(p) =p and Dy,R,=—-1I. (138)

For all p,q € M with q € g]’), we can write the reflection as

Ry(g) = exp, (~log, q) (139)
Now, we can define a symmetric manifold as follows.

Definition 4.33 (symmetric Riemannian manifold). A connected Riemannian manifold
M s called (globally) symmetric if the geodesic reflection at every point p € M is an
isometry of M, i.e., for all x,y € M we have

d(Rp(2), Rp(y)) = d(z,y)- (140)
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Examples are spheres, Grassmannians, hyperbolic spaces and symmetric positive defi-
nite matrices, which are typically among the manifolds of interest for imaging purposes.
We find the following result:

Proposition 4.34 ([Penl8, Prop. 2.1]). Let M be a connected, complete, and sym-
metric Riemannian manifold, then the pole ladder is exactly the parallel transport along
geodesics, i.e., for all p,q € M and v € T, M we have

Pyosy(v) = BY, (). (141)

The notion of symmetric space is not only useful for approximating parallel transport,
but will also be of utmost important in Sect. 4.1.3. It turns out that we can find the
differentials and /or covariant derivatives of geodesics, exponential and logarithmic maps
on these kind of spaces.

However, before moving on to that topic through the notion of Riemannian curvature,
we discuss a final set of manifold mappings that allows us to associate the cotangent
space 7;*./\/1 at some point p € M to the tangent space 7,M. The Riemannian metric
furnishes a linear bijective correspondence between the tangent and cotangent spaces
via the Riesz map and its inverse, the so-called musical isomorphisms.

Definition 4.35. The musical isomorphisms are defined as

b TpM 3 X = X € TIM, (142)
satisfying
(X°)Y), = (X,Y), for all Y € TyM (143)
and its inverse,
f:TIM 3 Em € e TM, (144)
satisfying
(EY), = (£,Y), for allY € TyM. (145)

These isomorphisms also allow us to define parallel transport for cotangent vectors.
That is for £, € T, M

Posglp = (Ppﬁqgg)b . (146)

Curvature
The final topic is curvature. We will discuss the main notions briefly.

Definition 4.36 (Riemannian curvature tensor). The Riemannian curvature tensor R :

X (M) x X(M) x X(M) = X (M) is given by

R(X,Y)Z :=VxVyZ—-VyVxZ— V[Xy}Z. (147)
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This curvature tensor R(:,-)- can be interpreted as translating a vector Z, along an
infinitesimal loop in a plane spanned by the geodesics starting from p with velocities X,
and Y),. The way Z, rotates tells us about the nature of the curvature of the manifold.
We distinguish positive, negative and zero curvature. Without going into detail here,
the classical examples are a sphere S%, hyperbolic space H? and Euclidean space R%. We
can make this rigorous using the following definition.

Definition 4.37 (sectional curvature). Given a 2 -dimensional subspace 11 C T, M, the
sectional curvature of Il is defined by

K(II) .= K(v,u) :=

(R(%U)vvu)p - (148)

lullllvlf = (u, )3
for every two linear independent vectors v, u € II.

If K(IT) = ¢ for all sections II C Ty M and p € M we say M has constant (sectional)
curvature. A manifold M has non-positive (-negative) sectional curvature if K (II) <
0(K (II) > 0) for all sections II C T,,M and p € M, respectively.

4.1.3 Jacobi Fields

Finally, we are ready to look at an application of the discussed theory in this section. We
will look at so-called Jacobi fields. These fields turn out to be particularly interesting
for numerical implementation, since for symmetric spaces we can find the derivatives of
the geodesic, exponential and logarithmic map.

Let T : [0,1] x (—¢,6) — M be a function such that for every fixed s, I'(¢,s) is a
geodesic parametrized in ¢. Let %F(t, s) =: D(tvs)F[%] and %F(t, s) =: D(t’S)F[%]E’.

The goal is finding a differential equation satisfied by %F(t, 5)|s=o0. Using the symme-
try of the Levi-Civita connection we see that

Tr— ~ 1% 2
arg,l = Vargllts) = 5T o ot’ Os

and hence we have V s Fa—F =Vas F@QF' Therefore, we also have
ot S Os t

VoD 0 [8 84 D(tS)F[a 8} 0 (149)

0 0
V%FVarasr VaFVaFat . (150)

. O R . .
Since V 2 L = 0 (because 5T is a geodesic), we can further write

0 0 0 8
V%FVaFaSF Va Va 81“ VaFVa 3F VaFVa (9

(151)
Since we also have that { L, 55 F} , we see that the right-hand-side equals the Riemannian

curvature operator. We now define J(t) = %F(t, s)|s=0 and ¥(t) = %F(t,O). Using the
antisymmetry in the first two coordinates of the curvature operator we find

5In literature on Jacobi fields, this notation is often used.
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D2

—J+R(J,¥)%=0. 152

2’ TRUANTY (152)
This equation is called the Jacobi field equation and a vector field J satisfying it is called
a Jacobi field.

For symmetric spaces we can simplify the Jacobi equation using the following result.

Proposition 4.38. Let M be a symmetric space. Let 7 : [0,1] — M be geodesic and
{©1 =01(t),...,0, =0,(t)} a parallel transported orthonormal frame along ~y. Let
J(t) = X", ai(t)Ou(t) be a Jacobi field of a variation through v Set a := (a1 ..., an)" .
Then the following relations hold true:

(i) The Jacobi equation (152) can be written as

a’(t) + Ga(t) = 0, (153)

with the constant coefficient matrix G := ((R (©i,7%) 9, @j>v>é~ .

7/7]:
(ii) Let {01,...,0,} be chosen as the initial orthonormal basis which diagonalizes the
operator © — R(©,%)Yy at t = 0 with corresponding eigenvalues ki, i = 1,...,n,

and let {©O1,...,0,} be the corresponding parallel transported frame along ~y. Then
the matriz G becomes diagonal and (153) decomposes into the n ordinary linear
differential equations

al(t) + kia;i(t) =0, i=1,...,n. (154)
(iii) The Jacobi fields
¢ sinh(\/—kyt)Or(t) + d* cosh(y/—kit)Ok(t) if ki <0

Ji(t) :={ ctOk(t) + d'O(t) if ki, =0 (155)
ctsin(y/Ft)Ok(t) + d cos(VEt)Op(t) if ki, >0
k=1,....n form a basis of the 2n-dimensional linear space of Jacobi fields of a

variation through .

Proof. (i) and (ii) can be found in [BBSW16, Prop. 3.5]. For (iii) we know that the
solution space to n second-order differential equations as in (154) is 2n dimensional and
has of the form as described in (155). O

In recent literature, solutions to the Jacobi field equations have been extensively used.
That is because Jacobi fields can be used to calculate the differential and covariant
derivatives of several important manifold mappings ([Perl8, Lemma 2.3]).

Proposition 4.39. Let M be a symmetric Riemannian manifold and let {O};_, be a
parallel transported orthogonal frame along the geodesic v : [0,1] — M as defined below.
Further, the frame diagonalizes the Riemannian curvature tensor R(-,%)% at v(0) with
respective eigenvalues ki, k=1,...,d.
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(i) For v(0) =p, v(1) = ¢, 7 € [0,1] and
sinh(v/—r(1-7)) k<0

sinh(v/—k)
ak):=4q 1—71 k=0 (156)
sin(v/k(1—7))
Sin(v/) k>0

we have Dyy() q(T)[€] = Lizy (€, Ok(0)), a (k) Ok(7),
(i1) For v(0) =p, v(1) = ¢, 7 €[0,1] and
sinh(v/—kKT) k<0

sinh(v/—k)

alk) =4 T k=0 (157)
sin(\/KT)
S (/) k>0

we have Dy, (y(T) = Lo (€ 0k(0)), a (k) Ok (1 — 7),
(iii) For v(0) = p, v(1) = exp,(u) and

cosh(v/—k) k<0

alk) =4 1 k=0 (158)
cos(v/k) k>0

we have Dy, exp.y(u)[€] = (e, 01 (0)), o (kk) Ok(1),
() For v(0) = p, v(1) = exp,(u) and
sinh(v/—k) k<0

V—r
ak) =4 1 k=0 (159)
Sin\(/\ég) k>0

we have D, exp,(-)[€] = Z%:l (€, Gk(0)>p06 (ki) O(1),
(v) For v(0) =p, (1) = q and
_\/_*,{M k<0

sinh(v/—k)
a(k):=¢ —1 k=0 (160)
_ cos(v/K)
\/Esin(\/g) k>0

we have Ve, log()(q) = Y= (€, 0k(0)), a (1x) Ox(0),
(vi) For (0) =p, v(1) = q and

sinh(_\/li/i) k<0
alk) =4 1 K= (161)
VK
sy >0

we have Dy log,()[€] = Yf—y (€, Ox(0)), a (kx) Ok(1).
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Proof. The proofs are given in [Perl8, Lemma 2.3]. However, there is a slight misun-
derstanding with (v). In [Per18] the authors claim to have computed Djlog.y(¢), while
they show the result as given here. Whereas the two can be identified, equality is not
entirely true. We will discuss this misunderstanding next. O

First, note that T M is a 2d-dimensional manifold if M is d-dimensional and that we
should actually write 7217710%;3((1))7-/\/1' This brings us to the notion of the point and the
vector part of the tangent space of a tangent bundle. That is, we can decompose the
tangent space into two d-dimensional tangent spaces

Tipog, (@) TM = TpM x TpM (162)
and in particular it is easy to see that
Dp IOg()(q)[U] = (Ua Vy lOg() (Q))a CAS IEJM (163)

Typically, we look at the vector part (second part) of the tangent space in actual com-
putations. Therefore, Dy log.y(¢)[v] is often identified with the covariant derivative
part (as done in [Perl8], but also in other work such as [BLPS18]). We could write
(Dplog(.y(g)[v])? with v for vector part, but this is often omitted.

Remark 4.40. Note that the length of v plays an important role for the eigenvalues in
the previous results. If 7;/7,q is a unit speed geodesic and k), k = 1,...,d are the respective
eigenvalues of R(-,4")y" at v'(0), then in the previous result we find for the eigenvalues
Kk in the case of a [0,1] parametrized geodesic v : [0,1] — M we have that

ke =K%, forall k=1,...,d (164)

Finally, we can also find adjoint operator (D,F)* : Tp(,) M — TpM of these special
mappings. These are called adjoint Jacobi fields and are given by

d
(DpF)*[w] =>" (W, Ek) pp) (61)OK(0),  w € TrpM, (165)
k=1

where {Zj} is the orthonormal frame in T, M as a result of transporting {©4(0)}
along v as before. A similar expression holds for the covariant derivative in (v) of the
previous result.

4.2 Specific Manifolds

In this section, we will discuss several manifolds that will be used in the numerical
experiments later on in this work. We note that the geodesic 7,4 : [0, 1] — M between
two points z,y € M is always given by

Yay(t) = exp, (tlog,(y)) (166)
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and hence won’t be discussed seperately in the following. Unless stated otherwise, these
results can be found in [Perl8].

Note that this notion of geodesic and the notions following do not rely on charts,
but are maps onto the manifold. Approaches relying on these types of maps are often
referred to as intrinsic approaches. We will take a closer look into the differences between
intrinsic and oppositely extrinsic approaches and justify our choices in the next chapter.
First, we look into S¢ and P(d).

4.2.1 The Sphere S¢

The sphere S embedded into R4 is given by
st = {z e R |||all; =1} (167)
It has dimension d. The tangent space at « € S? is given by
7.8 = {v e RM! [ (z,0) = 0}, (168)

with the Riemannian metric given by the Euclidean inner product. It has constant
curvature K = 1.
We use the following functions in our computations:

Geodesic Distance
The distance between two points z,y € S¢ is given by

dga(z,y) = arccos((z,y)). (169)

Exponential Map
The exponential map exp, : 7,5% — S¢ at a point z € S¢ is given by

sin ([|v]l2)
exp,(v) = cos (||v]|2) z + vl (170)
Logarithmic Map
The logarithmic map log, : S\ {z} — T.S% at a point x € S¢ is given by
y— (&, y)w
log,.(y) = dsd(%y)ma T # —y. (171)

Parallel Transport Map

The parallel transport map P,_,, : T.8% — 7;Sd along the geodesic from z to y is given
by
(log,(y), v)

Peoyt) =v = T (tog, () + log, () . (172)
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Eigen Decomposition of the Curvature Operator
Let v € T,8% We define & = % and &; for i = 2, ..., d unit vectors in 7,,S% orthogonal

[vll2
to &1 w.r.t. the Euclidean inner product.

Then, the eigenvalues of the curvature operator along <., are k1 = 0 for the eigen-
vector &1 and k; = 1 for the other ¢ [BBSW16].
4.2.2 The P(d) Manifold of Symmetric Positive Definite Matrices

The manifold (P(d), (-, -)p(q)) of symmetric positive definite d x d matrices P(d) is given
by
P(d) := {z € Sym(d) | a"za > 0 for all a € R%}, (173)

where Sym(d) denotes the space of symmetric d x d matrices. The dimension of P(d) is
Ld;l). The tangent space of P(d) at x € P(d) is given by

T.P(d) := {x2nz? | 5 € Sym(d)}. (174)
A Riemannian metric on P(d) at z is given by the affine invariant metric
(U, V) pay = tr(z ™ tuz ) (175)

We use the following functions in our computations:

Geodesic Distance
The distance between two points z,y € P(d) is given by

E U
dp(a)(z,9) = || Log (27 2ya~2 ) ||, (176)
where || - |7 is the Frobenius norm and Log is the matrix logarithm.

Exponential Map
The exponential map exp,, : T, P(d) — P(d) at a point = € P(d) is given by

exp,(v) = 23 Exp (x_%vx_%) 22, (177)
where Exp is the matrix exponential.

Logarithmic Map
The logarithmic map log, : P(d) — T, P(d) at a point x € P(d) is given by
1

log,(y) = 2 Log (x_%vx_i) xe. (178)

Parallel Transport Map
The parallel transport Py, : T, P(d) = T,P(d) along the geodesic from x to y is given
by

1 1
Py y(v) = 2?2 Exp (237% logx(y)m%?) 222”2 Exp (Qacé loggg(y)x%) 3. (179)
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Eigen Decomposition of the Curvature Operator

Let the matrix v, such that v = r3vrs € T,P, have the eigenvalues \q,..., g with a
corresponding orthonormal basis of eigenvectors vy, ..., vg in R%, ie.,
d
v = Z A\iviv; (180)
i=1

Then using a more appropriate index system for the frame, namely,
Z:={(i,g):i=1,...,d;5=1,...,d}, (181)

the matrices

1 T T . . . . .
5 (vv; v, ), i,j) €L ifi=
€= { 2 ( J J ) (2, 7) J (182)

% (“i”jT+Ujv¢T), (i,j) €T ifi#j
generate an orthonormal basis of T,;P(r). That is xéfijx% form an orthonormal basis of

Ty P(r).
Then, the eigenvalues of the curvature operator along ~,.;(t) are

1
mij=—7Ni= X)), (L) €T (183)

with corresponding eigenvectors x%&jx% [BBSW16].
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Chapter 5: Towards Optimization on Manifolds
In this section we will discuss how to solve

Jnf {F(p) + G(AP))} (184)

using duality theory. Throughout this chapter, A : M — N is a non-linear mapping,
F: M —R,G: N — R are non-smooth functions and M, N are smooth manifolds.

In Sect. 5.1 we will discuss two general approaches to optimization on manifolds in:
intrinsic and extrinsic. The remainder of this chapter is entirely mirrored to chapter 2:
we will generalize the notions from convex analysis in Sect. 5.2 and after that we move
on to a general duality based framework [BHTVN19] to solve (184) in Sect. 5.3.

5.1 Two Approaches: Extrinsic vs. Intrinsic

Around 2014 the mathematical data science community working on topics such as sparse
principal component analysis, compressed mode analysis in physics, unsupervised fea-
ture selection and sparse blind convolution (see [XLWZ18] for a clear overview) grew
interested in the problem in (184). The main issue was that the currently existing al-
gorithms (subgradient descent and PPA) did not optimally respect the structure of the
optimization problem or were just not that practical in general. Hence, this community
set out to develop new algorithms, which turned out to be independently of the image
processing community.

A Series of Extrinsic Attempts

In the absence of specialized algorithms for solving (184), a logical backup was working
from the setting of first-order methods. The orthogonality constraints could be taken
care of by adding an additional penalty term to the model, which could be easily done
in an augmented Lagrangian setting and solved using ADMM-like methods. These al-
gorithms include the Method of Splitting Orthogonality Constraints (SOC) [LO14], the
Proximal Alternating Minimization method (PALM) [BST14], the Proximal Alternat-
ing Minimization Augmented Lagrangian method (PAMAL) [CJY16], Manifold ADMM
(MADMM) [KGB16] and the Extended Proximal Alternating Linearized Minimization
method (EPALM) [ZZCL17] as an extension of [BST14].

One might wonder why the algorithms used by the image processing community did
not go hand in hand with these developments. The reason is threefold. Fist, we see that
by this time (+£2014) the image processing group had just realized a workable way of
applying Total Variation to manifold data through a generalized ROF model [WDS14].
More importantly, the geometry of the problems were entirely different. Whereas image
processing looked at manifolds such as S%,P(d) and SO(3), the manifold of interest
by the data science community was the Stiefel manifold, because these problems were
mostly coping with orthogonality constraints. But the most important reason was that
the image processing community passed to intrinsic methods.
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TOWARDS OPTIMIZATION ON MANIFOLDS

Towards Intrinsic Optimization

The additional penalty approach behind the algorithms of the data science group con-
cerned with the Stiefel manifold are so-called eztrinsic approaches to optimization on
manifolds. The main idea of an extrinsic approach is to get some kind of linearity so
that results from the linear case can be used for manifolds as well. There are two main
lines of doing this. One way is to embed the manifold in R for some N, so that we
can work in a linear space around it. Otherwise, since the manifold locally looks like a
linear space we can look at different charts of the manifold and solve our problems there
as long as we stay in this localized domain. Many first attempts can be traced back to
using extrinsic approaches (even back to the 1970s with [Lue72]). However, soon enough
extrinsic approaches ran into some issues:

Embedding issues:
e The N in the embedding space RV can get very large.

e Numerical errors when trying to project the next iterate onto the manifold.

Localization issues:

e Symmetries of the underlying Riemannian manifold are in general not respected
by such algorithms.

e Often we do not have convenient canonical maps for the manifold®.

e Localizing to a chart leads to distortions in the metric which will in turn lead to
slow convergence.

e Talking about global convergence is hard to establish if the entire approach relies
on localization.

For these reasons, research into intrinsic algorithms grew popular and soon became
the standard. As mentioned, in the end it was also the approach picked up by the
image analysis community. With an intrinsic approach, one does not rely on some kind
of embedding or mapping into a linear space, but one rather uses mappings from and
to the manifold, incorporating the intrinsic geometric structure of the manifold. One
should note that the downside is that the mathematics becomes increasingly difficult.
In the following we will use continue in line with the intrinsic approach.

An Outlook to Non-smooth Optimization

In a recent contribution [CMMCSZ20] the authors used an intrinsic method for ¢! regu-
larization optimization on the Stiefel manifold. This attempt can be seen as an important
step towards the merger of the tradition of extrinsic approaches to optimization over the
Stiefel manifold with intrinsic non-smooth optimization on manifolds.

Se.g., in the case of the Grassmanian.
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5.2 Non-smooth Analysis on Manifolds

However, this goes wildly beyond the scope of this work. In the following, we will
continue focusing on an intrinsic approach to non-smooth analysis, and in particular
into generalizing the Fenchel duality theory.

5.2 Non-smooth Analysis on Manifolds

In the linear case we used the dual variables in R? for some d. In general Banach spaces
we can move on to dual space for Fenchel duality theory; since we have (R%)* = RY this
is a generalization. For manifolds we will also use the more general approach and look
for a dual space for duality theory.

The goal is to find a manifold version of (20) of the form

“inf sup {F(p) + (A(p),§) = GO}
pEM ecz*

where £ € Z* a dual vector in a dual space Z*. However, we run into a few issues:

e A general manifold does not necessarily have a dual space, in other words: what
should Z* be?

e If we can define a dual space, how should (A(p), &) be read? The point A(p) € N
does not allow for a duality pairing due non-linearity of N and A : M — N being
a non-linear mapping.

e How do we go from a dual space and a duality pairing to a generalized conjugate
function G*(§)?

e Finally, with these definitions, does the constructed optimization problem have a
solution?

Whereas these questions are rather advanced, the answers steadily come as we generalize
the notions from convex analysis. The key will be finding some sort of linearity that
allows for a dual space. The following follows from [BHTVN19].

Convex Analysis on Manifolds

Initially, in order to talk about convexity we need to pass to strongly convex subsets of
Riemannian manifolds [BHTVN19, Def. 2.9].

Definition 5.1 (strongly convex set). A subset C C M of a Riemannian manifold M
is said to be strongly convex if, for all p,q € C, a minimal geodesic v, 4 between p and
q exists, is unique and lies completely in C.

Next, we can generalize the well-known notions of properness, convexity and lower
semi-continuity [BHTVN19, Def. 2.11.i-iv].

Definition 5.2 (proper). A function F' : M — R is proper if dom F' := {x € M|F(x) <
oo} # 0 and F(x) > —oo holds for all x € M.
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TOWARDS OPTIMIZATION ON MANIFOLDS

Definition 5.3 (convex). Suppose that C C M is strongly convex. A proper function
F : M — R is called (geodesically) convex on C C M if for all p,q € C the composition
F oy 4(t) is a convex function on [0, 1] in the classical sense.

Definition 5.4 (epigraph). Suppose that A C M. The epigraph of a function F : A —
R is defined as
epi F:= {(z,a) € AX R|F(z) < a}. (185)

Definition 5.5 (lower semi-continuous). Suppose that A C M. A proper function
F: A— R is called lower semi-continuous (Isc) if epi F' is closed.

For generalizing the subdifferential, remember that in the R” case we used the following

Of(x) :={veR"f(y) = f(x) + {v,y —2) Vy € U},

where f : U — R and # € U C R™. This notion relies on the subtraction of two points
in R™, which is not possible on manifolds. Now, the key idea is that the logarithmic
map generalizes subtraction and subsequently gives us a tangent vector. The latter lives
in a vector space and thus can be paired with a cotangent vector. This motivates the
following definition [BHTVN19, Def. 2.12].

Definition 5.6 (subdifferential). Suppose that C C M is strongly conver. The subdif-
ferential Oy F on C at a point p € C of a proper, convex function F : C — R is given by

OMF (p) = {€ € Ty MIF(q) > F(p) + (€, log, a)y for allgeC}.  (186)
The definition of the proximal map closely mirrors the linear case:

Definition 5.7 (proximal mapping). Let M be a Riemannian manifold, F : M — R be
proper, and A > 0. The proximal map of F' is defined as

._ N
proxyp(p) := arg min {QAdM(p, q) + F(Q)} : (187)

Fenchel conjugate functions

Next, the idea of using tangent and cotangent spaces as dual space is used as well
to generalize the Fenchel dual functions. For that we need the exponential and the
logarithmic map to be well-defined [BHTVN19, Def 2.10].

Definition 5.8. Let C C M and p € C. Define the tangent subset Lc , C T,M as
Lepi={X € M| exp, X €C and | X[}, = dm(exp, X,p) }, (188)

a localized variant of the pre-image of the exponential map.

Then we can define the generalization of the Fenchel conjugate [BHTVN19, Def. 3.1].
Note that a manifold does not have a clear origin: we should choose a base point m.
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Definition 5.9 (m-Fenchel conjugate). Suppose that F : C — R and m € C. The
m-Fenchel conjugate of F' is defined as the function Fy, : T, M — R such that

F (§m) i= Sup {{&m, X) = F (exp,, X)}, &m € ToM. (189)

For the Fenchel biconjugate we can then define the following [BHTVN19, Def. 3.5].

Definition 5.10 ((mm')-Fenchel biconjugate). Suppose that F': C — R and m,m’' € C.
Then the (mm’)-Fenchel biconjugate function F,,, : C — R is defined as

mm () = sup (&, 108, p) — Frpy (P smémr)} s p € C. (190)
€/ €T, M

Now, if we choose m’ = m and we get

we have the generalization to the Fenchel-Moroe-Rockafellar theorem:

Theorem 5.11 ([BHTVN19, Thm. 3.11]). Let F : C — R be a proper, conver function
and m € C. Then F(p) = F}* (p) for all p € C if and only if F' is lsc on C.

In order to get back to the issues stated at the beginning of this section, a proper
saddle-point formulation can be constructed using these definitions. Since G : N’ — R,
the dual space becomes Z* = T*N with some base point n € N. The duality pairing
must be (log, A(p),&,), rather than (A(p),&) and G}, (&,) is the proper notion of the
Fenchel conjugate of G. Hence, we are left with

inf sup {F(p) + (log, Ap). &) — G (6} (192)
PEM ¢cT*N

The last issue brought up at the start of this section was concerned with existence of a
solution. This remains an open question. Besides existence, strong duality, which would
allow to swap inf and sup, remains open as well. Developing the theory incorporating
the strong duality would be a valuable asset towards providing criteria for existence.

5.3 The Riemannian Chambolle-Pock Algorithms

Next, we want to generalize the PDHG algorithm. The resulting algorithms proposed
in [BHTVN19] are the so-called exact and linearized Riemannian Chambolle Pock algo-
rithms (eRCPA and IRCPA). First the exact version will be considered.

eRCPA
Assuming that an optimal saddle-point solution (p,&,) exists, the optimality condition
for the sup can be found by differentiating (192) with respect to &, [BHTVN19]:

log,, A(p) € 0G, (&n) - (193)
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For the optimality condition of the inf term, an expression of the form “F(p)+(p, [log,, A]*&,)”
must be differentiated. This expression does not make much sense for two reasons.
Clearly, p is not a tangent vector and hence it is by no means clear what the duality
pairing would mean for this case, but more importantly: log, A is a non-linear operator
and the notion of an adjoint operator is canonically given for linear operators.

In [BHTVN19] is chosen for a linearization of the non-linear mapping A in order to
overcome the issue of the adjoint. The following approximation is used

A(p) = expy(m) DmA [log,, p] - (194)
Subsequently, if n := A(m) is the base point for (192)
(log,, A(p), &n) = (108 (m) €XPA(m) DmA [l0g,, Pl Ea(m)) = (DmA [log,, P, Eaim))  (195)

and now

(log,, s (DmA)*[Eam)]) (196)
does make sense, where D,,A* : ﬁ(m)/\f — T M is the adjoint operator of D,,A. At
this point [BHTVN19] initially take

Py (— (D) [€rim)]) € IMF () (197)

as second optimality condition. Here parallel transport is used in order to get to the
correct tangent space. Subsequently, the restriction of n := A(m) is dropped and the
following optimality system is proposed [BHTVN19]:

P (= (D) [Pucssgmyénl ) € OmaF (), (198)
log,, A(p) € 9G, () (199)

which the authors of [BHTVN19] rewrite into

p = proxX,p (epr (Pm—m (_J(DmA)* [,Pn—u\(m)fn})ﬂ)) ; (200)
&n = prox.c. (& + 7 (log, A ())"). (201)

The exact Riemannian Chambolle Pock (eRCPA) scheme (Alg. 3) is used to solve it.
The major drawback of the eRCPA algorithm is, that any theoretical guarantee is

missing. To get this guarantee, we need more linearity. In the exact scheme we only

used the linearization for one of the optimality conditions, but we can also do it for both

cases.
IRCPA
By adopting the approximation in (194) into the saddle-point problem we find
inf sup {F(p) + (DA [log,, p], €0} — G (6a)}, (202)
PEM ¢, eTHN
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Algorithm 3 Exact Riemannian Chambolle-Pock [BHTVN19] (eRCPA)

Initialization: m € C,n € D,p® € C, 57(10) € TN, and parameters og, 19, 0, Y
k= O7 ﬁ(o) = p(o)
while not converged do

,(,kH) '= Prox,, g= <£r(zk) + T (logn A (p(’ﬂ))b)

§
p#+Y = prox,, 1 <6XPp<k> (Pm—)p(k) (_Uk(DmA)* {PnaA(m)fﬁkarl)}) )>

O = (14+2v0%)" 2, opt1:=0kbk, The1:=Tk/0k
ﬁ(k+1) — epr(k+1) (—Qk 10gp(k+1) p(k))
ki=k+1

end while

|—=

corresponding to the linearized primal problem

pien/\f/l {F(p) +G (eXpA(m) D, A [log,, p])} . (203)

The problem in (202) will be referred to as the linearized saddle-point problem from now
on (contrary to the ezact saddle-point problem as discussed before). Now, assuming that
a solution exists, the following optimality conditions are proposed [BHTVN19]:

Pm—>p (_(DmA)* {’Pn%A(m)gn}) € 8MF(p>v (204)
DinA [log,,, p] € 0G5, (6n) (205)

which the authors of [BHTVN19] rewrite into

P = ProX,p <expp ('Pm_>p <—O’ (D N)* {Pn_)A(m)anﬁ>> , (206)
§n = ProX, s« (fn +7 (PA(m)HanA [log,,, p])b> : (207)

The following weak duality result holds:

Theorem 5.12 ([BHTVN19, Thm. 4.2]). Let n:= A(m). The dual problem of (203) is
given by

sup F;% (_(DmA)* [gn]) - G;Ijl (gn) (208)
En€TiN

and weak duality holds, i.e.

Jnf F(p)+G (eXpA(m> DA [log,, p]) = g — I (= (DmA)* [€a]) — G, () - (209)

The linearized Riemannian Chambolle Pock Algorithm (IRCPA), derived from these
conditions, is shown in Alg. 4.
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Algorithm 4 Linearized Riemannian Chambolle-Pock [BHTVN19] (IRCPA)

Initialization: m® e ¢,n®) e D,p® € ¢, 57(1(22))

€ TN, and parameters 09,70, o,y

k0, €9 =)
while not converged do

% §
0 s (e (Pass s (-2 Do [Py ]))
k+1 k b
gT(L(;:) ) = prOXTkG:z(k) (g/EL(I)g) + Tk (,PA(m(k>)~>n(k) DmkA {logm(k) p(k‘+1)i|) )

1
91&52)(1 +2y01)" 2, Uk+(}1f 2=) 010k, (Zk—l—)l = (Zk)/ak
(k41 +1 +1
5n(k+1) = Pr(k)—n(k+1) (%(k) + Ok (%(k) - fn(k)))

(k+1) (k+1)
fn(kﬂ) 1= Prk)—n(k+1)E 0
k=k+1

end while
Next, let

L := || DmAl[s(m) (210)

be the operator norm of D, A : Tp, M — ﬂ(m)./\/ , then we get the following convergence
result for Hadamard manifolds.

Theorem 5.13 (Convergence IRCPA, [BHTVN19, Thm. 4.3]). Let M and N be two
Hadamard manifolds and F: M — R, G : N — R be proper, convex, Isc, and A : M —
N. Fizme M and n : = A(m) € N. Suppose that the linearized saddle-point problem

in (202) has a solution (ﬁ, é;i) Choose o, T such that oTL? < 1, with L defined in (210),

and let the iterates (fr(lk),p(k),é(lk)) be given by Alg. 4. Suppose that there exists K € N
such that for all k > K, the following holds:

k) =~ (o, 5) + (&, DuA [G]) >0 (211)

where p*) s defined by

- « #
) = exp ) (Pm_>p<k) - (U(DmA) {PnaA(m)fng)D ) ; (212)

Ck = Ppk)—>m (logp(k) PEY — Paypie) logp k) ﬁ) —log,, p*™) +log,, p,  (213)

with En®) = 2§7(Lk) — 57(1k;—1). Then the following statements are true.

(i) The sequence (p(k),ﬁflk)) remains bounded, i.e.,

2

6~ O + 5ot (0.5) < o [ — €O + i (P05) . (219)

n
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5.3 The Riemannian Chambolle-Pock Algorithms

(ii) There exists a saddle-point (p*, &) such that p*) — p* and §§Lk) — &

Remark 5.14. For the authors of [BHTVN19] it was not clear how good the linearization
of A in (194) is. It is also unclear whether a single approximation as in eRCPA makes
sense. While IRCPA has a theoretical backbone, the convergence of eRCPA is currently
unknown.
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Chapter 6: The Riemannian Semismooth Newton
Method

In this chapter we will investigate a Riemannian Semismooth Newton method (RSSN)
with the goal of realizing a duality-based higher-order method for non-smooth optimiza-
tion on manifolds.

The structure is similar to that of chapter 3. Sect. 6.1 will provide some additional
motivation and context for the use and the development of the method. In Sect. 6.2
the theoretical background around the Riemannian Semismooth Newton method will be
discussed. In Sect. 6.3 we will expand this theory by proving a convergence result for the
case that the Newton system is solved inexactly. In Sect. 6.4 we will elaborate on using
the Riemannian Semismooth Newton method as a higher order primal-dual method. In
Sect. 6.5 the method will be applied for solving the ROF model. Finally, in Sect. 6.6 we
investigate the numerical performance.

6.1 Introduction

The theory and ideas of the current manifold-valued image processing community origi-
nate from the field of smooth optimization on Riemannian manifolds. Starting around 1994,
contributions to intrinsic methods for smooth optimization formed the basis for the
current paradigm for manifold-valued image processing. Pioneering work was done in
[Smi94, Udr94], whose authors formulated several algorithms such as gradient descent,
Newton’s method and conjugate gradient to Riemannian manifolds. From then on,
the community started working on generalizing algorithms to Riemannian manifolds
[ABGO7, BFFY18, CDGS17], specializing algorithms for better results [EAS98, AEKOS,
HWY13] or applying the obtained literature to real-world problems [ADM*02, ATV13].
In the end, much of the obtained literature and and many of the foundational ideas
were bundled in [AMS09], who provided an extensive overview of first-and second-order
methods for optimization on matrix manifolds.

The Rise of Non-smooth Optimization

For non-smooth problem, the pioneering works were [FO98], in which the subgradient
was extended to Riemannian manifolds and was shown to convergence on Hadamard
manifolds, and [FO02], whose authors extended the proximal map and proved conver-
gence on Hadamard Manifolds. Further development in non-smooth optimization gained
a boost in the late 2000s when [AF05] introduced the proximal subdifferential on Rie-
mannian manifolds, [HP11] proposed another framework and generalized the notion of
Clarke subdifferential for Riemannian manifolds, and [KA10] proposed a framework for
duality on C'AT'(0) metric spaces.The latter became one of the sources of inspiration for
the Fenchel duality theory in [BHTVN19] as discussed in the previous chapter.
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A Different Focus

The image processing community was heading into a different direction than the non-
smooth optimization community, which focused on theoretical performance of algo-
rithms, such as global convergence, often studying problems of the form

inf F 215
Jnf (p), (215)

where F' : M — R is a Lipschitz function. The specific case that F' was the sum of
two functions, giving more structure and therefore more potential for developing fast
algorithms, was initially irrelevant. With the introduction of CPPA as the first splitting
algorithm on (Hadamard) manifolds, the image processing community split off from the
theoretical developments of the non-smooth optimization community.

However, by the start of the 2010s, theoretical foundations of non-smooth optimiza-
tion on Hadamard spaces became more and more complete. For the non-Hadamard case,
there were many open problems. Therefore, we see from 2010 onwards the following de-
velopments: [BNO11] present a non-smooth version of the Kurdyka-Lojasiewicz (KL)
inequality and with that shows the convergence of PPA on general Riemannian man-
ifolds, [Hos15] showed that subgradient descent applied to locally Lipschitz functions
on Riemannian manifolds satisfying the KL inequality converges to a singular critical
point, and [BCNO16a] proposed a new approach to the convergence of PPA that extends
previous results to a broader class of functions.

Merging Fields
Around 2015, the first numerical implementations of these and new algorithms got at-
tention. Fist, [GH16a] introduced a non-smooth trust region method for Riemannian
manifolds and showed global convergence, [GH16b| used an approximate subdifferential
and proposed a descent method with global convergence, [HU17] proposed a gradient
sampling algorithm and showed its global convergence and finally [HHY18| proposed a
line search al algorithm and generalized the Wolfe conditions for Riemannian manifolds.
Recently in 2018 a higher-order method was introduced: the Riemannian Semismooth
Newton Method (RSSN) [OF18]. This is a promising approach, because of its very
general applicability to manifolds with both positive and negative sectional curvature.
Therefore, we will consider the method in the remaining sections of this thesis.

6.2 Newton’s Method for Finding Zeros of Non-smooth Vector Fields

There is no straightforward generalization of the Newton method to manifolds. Remem-
ber from the Euclidean case that the goal of the Newton method will be to find a zero of
some mapping by linearizing it in each step. On manifolds, there is no such thing as a
zero. To resolve this, an option would be to derive some non-linear optimality condition
X : M — R" and to use the differential and the exponential map to take Newton steps:

P = exppr (~[Dpr X ()X (). (216)
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However, we have also seen that we can define vector fields over a manifold as sections
of the tangent bundle 7 M. While the tangent bundle is not a linear space in general,
it provides everything we need: there is such a thing as a zero tangent vector we can
look for and the covariant derivative can be our tool to find a Newton operator. In other
words we can also look at mappings X : M — T M and define the Newton iteration
through

P = expe(<[VX (X (). (217)

Whereas the first option, a map into a vector space, could be useful as well, finding
a zero of a vector field will be more useful for our purposes. In section Sect. 6.4 we
will elaborate on our choice further, but for now we will focus on a generalized covari-
ant derivative approach for finding zeros of semismooth vector fields. Throughout this
section we will use the notions and results developed in [OF18].

6.2.1 Generalized Covariant Derivatives and Semismooth Vector Fields

As with the linear case, we will need local Lipschitzness. For vector fields we can define
the following [OF18, Def. 6]:

Definition 6.1 ((locally) Lipschitz). A wvector field X on M is said to be Lipschitz
continuous on 2 C M if there exists a constant L > 0 such that for all p,q € Q and all
v geodesics joining p to q, there holds

|FpoX @) = X (@), < Llen(3), Vpig e (218)
Moreover, given p € M, if there exists 6 > 0 such that X is Lipschitz continuous on
the open ball Bs(p), then X is said to be Lipschitz continuous at p. Moreover, if for all
p € M, X is Lipschitz continuous at p, then X is said to be locally Lipschitz continuous

on M.
Subsequently, we can generalize Rademacher’s theorem to Lipschitz vector fields.

Theorem 6.2 ([OF18, Thm. 10]). If X is a locally Lipschitz continuous vector field on
M, then X is almost everywhere differentiable on M.

Hence, it makes sense to define the generalized covariant derivative [OF18, Def. 11].

Definition 6.3 (Clarke generalized covariant derivative). The Clarke generalized covari-
ant derivative Oy, X of a locally Lipschitz continuous vector field X is the set-valued
mapping on M defined as

Om,cX (p) :=co {V € L(TyM) : 3{pi} C Dx, kli)rfoopk =p, V= kETOO P, »VX (pk)} ,

(219)
where Dx C M is the set on which X is differentiable, “co” represents the convexr hull
and L (TpM) denotes the vector space consisting of all bounded linear operators from

TpM to TyM.
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As with the Euclidean case, we will also need the directional derivative for the notion
of semismoothness.

Definition 6.4 (directional derivative). The directional derivative of a vector field X
on M at p € M in the direction v € T,M is defined by

1
/! 1
X' (p, ) 1= i & [Py, )X (30, (00)) = X ()] € oM, (220)
whenever the limit exists. If this directional derivative exists for every v, then X is said
to be directionally differentiable at p.

Finally, we are able to generalize the notion of semismoothness to vector fields [OF18,
Def. 18]. In [OF18] the equivalent notions of semismoothness as in Thm. 3.4 are used
directly instead of the one in Def. 3.3. We will follow [OF18], since this definition is
more convenient to work with.

Definition 6.5 (semismooth vector field). A wvector field X on M that is Lipschitz
continuous at p € M and directionally differentiable at g € Bs (p) for all directions in
TpM, is said to be semismooth at p iff for every e > 0 there exists 0 < § < rp, where 1)
is the injectivity radius, such that

X (p) — Pysp {X(Q) + VqIqup} Hp <ed(p,q), VYq€ Bs(p), Vg € 8M,CX(C])'
(221)
The vector field X is said to be p-order semismooth at p for 0 < p < 1 iff there exist
€>0and 0 <4 <1y such that

1X () = Pyosp [ X(0) + Vylog, p| | < ed (0,9)"™, Vg€ By (p), Wy € OpncX(0)-
(222)

Remark 6.6. The expression P, [X(q) + V, log, p} can be seen as the linear approz-
imation of X around q, evaluated at p.

6.2.2 Fast Local Convergence for Semismooth Vector Fields

The Riemannian Semismooth Newton (RSSN) method for finding a zero of a vector
field, i.e., X(p) = 0, is now a straightforward generalization of the Euclidean case. The
method is shown in Alg. 5.

For convergence we also get a the following result, similar result to the linear case.

Theorem 6.7 ([OF18, Thm. 19]). Let X be a locally Lipschitz continuous vector field
on M and p* € M be a solution of problem X (p) = 0. Assume that X is semismooth
at p* and all Vi» € Opm,c X (p*) are invertible. Then, there exists a § > 0 such that for
each p° € Bs (p*) \ {p*}, (P¥)k>0 generated by Alg. 5 is well-defined, belongs to Bs (p*)
and converges superlinearly to p* Additionally, if X is p-order semismooth at p*, then
the convergence of (p¥)i>o to p* is of order 1+ p.
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Algorithm 5 Riemannian Semismooth Newton

Initialization: p® € M,k :=0
while not converged do
Choose any V (p*) € .o X (p¥)
Solve V (p*)d¥ = —X (p*) in the vector space T M
PPt = exppr (d¥)
k:=k+1
end while

6.3 The Inexact Riemannian Semismooth Newton Method*

Before continuing to applications, we will consider a generalization of RSSN, the Inexact
Riemannian Semismooth Newton (IRSSN) method in Alg. 6. The main motivation for
this method is that solving the Newton system with high precision can be very expensive.
This is especially the case for higher-dimensional manifolds where the size of the matrix,
i.e., the representation of the generalized covariant derivative, scales with the manifold
dimension. For example, for a d-dimensional array containing S? signals the Newton
matrix is already 2% times larger than for R and for P(3) this is already 6¢ times larger.
Solving the matrix inexactly using an iterative method can ameliorate this problem.

Algorithm 6 Inexact Semismooth Newton

Initialization: p® € M,a" > 0,k := 0
while not converged do
Choose Vi (p*) € Om.c X (p%)
Solve Vi (p*)d* = =X (p*) + ¥ in T,» M where HrkH(pk) < akHX(pk)H(pk)
pFT = exppi (d)
Choose af*1 >0
k:=k+1
end while

In this section we will focus on proving Thm. 6.12: a local convergence result for
Riemannian manifolds. The proof presented will be based on the ideas of the Inexact
Semismooth Newton methods in R™ as discussed in [MQ95, FFK96]. The technicali-
ties are inspired by the approach of the convergence proof of Riemannian Semismooth
Newton [OF18] as already discussed in the previous section.

6.3.1 Towards a Convergence Proof for Inexact Riemannian Semismooth
Newton

To start of with the technicalities, we first need to account for curvature. In particular,
we need to account for how geodesics spread. The idea for approaching this originates
from [OF18, Def. 2|. That is, we can summarize this information in a number that will
take care of all issues regarding curvature in the proof.
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Definition 6.8. Let p € M and r, be the radius of injectivity of M at p. Define the
quantity

:q € Br,(p),u,v € TeM,u# v, [[vllg <1y, [[u —vllg <7p

d (equ u, €Xp, v)
K,.=s
PR el

(223)
The following remark from [OF18] should be considered.

Remark 6.9. This number K, measures how fast the geodesics spread apart in M. In
particular, when v = 0 € TgM or more generally when u and v are on the same line

through 0, d (equ u, exp,, v) = |lu — vl|lq. Hence, K, > 1, for allp € M. When M has
non-negative sectional curvature (see Def. 4.37), the geodesics spread apart less than the

rays, i.e., d (expp u, exp,, v) < |lu—v||q and, in this case, K, =1 for all p € M.
Next, remember the definition of an operator norm.

Definition 6.10. Let p € M. The norm of a linear map A : T,M — T,M is defined
by
[Allp := sup {[|Avlp : v € TyM, [|v][, < 1} (224)
We have the following result.

Lemma 6.11 ([OF18, Lemma 17]). Let X be a locally Lipschitz continuous vector
field on M. Assume that all V,, € Opm,cX(p) are invertible at p € M and let A\, >

max {||Vp_1|]p :Vp € OM’CX(p)}. Then, for every e > 0 satisfying e\, < 1, there exists
0 < d < rp such that all Vy € Opm,c X (q) are invertible on Bs (p) and

A
IVl < 22 Vae Bs), W € omeX(a) (225)
P

6.3.2 Fast Local Convergence for Semismooth Vector Fields

With these tools we can move on to the main result of this section.

Theorem 6.12. Let X be locally Lipschitz continuous vector field on M and p* € M
be a solution of problem the X (p) = 0. Assume that X is semismooth at p* and that all
Vpr € Om,c X (p*) are invertible. Then the following statements hold:

(i) There exist a > 0 and & > 0 such that for every p° € Bs (p*) and a* < a, the
sequence (pF)g>0 generated by Alg. 6 is well-defined, is contained in Bs (p*) and
converges @Q-linearly to the solution p*.

(i3) If the sequence (p*)x>0 generated by Alg. 6 converges to the solution p* and further
||’Fk||(pk) €0 (||X(pk)|](pk)), then the rate of convergence is Q-superlinear.
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(iii) If the sequence (p¥) >0 generated by Alg. 6 converges to the solution p*, X is y-order
semismooth at p*, and H?"kH(pk) €0 <||X(pk)||é;‘;), then the rate of convergence is
Q-order 1 + p.

Proof. (i) Let Kp+ be as defined in Def. 6.8 and let rp« be the injectivity radius. Since
X is locally Lipschitz, there exist constants 6 > 0 and L such that for all p € B;(p*)

X @)y = 1By —pX (P") = X (p)llp < Ld(p, p*). (226)

The equality holds since X (p*) = 0 and parallel transport is linear.

Now, since all Vj,» € O, X (p*) are invertible at p* € M by assumption, we can take
Apr > maX{HVleHp* : Vpr € Om,c X (p*)}. Furthermore, take a < ﬁ, choose a* < a
Vk € N and e satisfying eA\ps (1 + Kp+) < 1 — aXp«LKp-. As ey« < 1, by Lemma 6.11
we can find a 0 < § < min{J,r,-} such that for all p € Bs(p*) and Vj, € dr.c X (p)

A
I R Q. A— 22
Vo llp < [—ery (227)
From the semismoothness of X,
| X (0") = Ppospr [ X (0) + Vplog, "] [l < €d(p, p") (228)

by (221).
We now show that for this § the Newton iteration is well-defined. Let & € N and
assume that p* € Bs(p*). Let d* be such that

[Vied® + X (%) [l ey < a® (1 (07) ] - (229)
Then
[1og,. p* — d*[| (k) = [ log,x p* + VpElX(pk) - Vle(V;kdk + X)) (230)
< 0gy p* + Vi X ) gy + 1V iy 1 Vyd® + X 05
(231)
(229

) . _ _
<" [[ogyr " + Vo X ()| oty + a® IV iy X ) gty (232)

Since X (p*) = 0 and parallel transport is an isometry we see that

ogye ™ + Vo X (05) ey = 1V (Ve oy p* + X (89)) (233)
<V llh 1By (XO0F) + Vir loge 5 llgy (234)

<Vl 1X (07) = Priype (X0 + Vi logye *) ll e)-
(235)
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Substituting (235) back into (232) we find

1108 " = d¥ll iy < IV Ny (IX (07) = Pyspr (X (0F) + Vie Toge 9" |

(236)
(227),(228),(226) ) . . .
< — I (ed(p", p*) + " Ld(p", p")) (237)
1—eXp
2N (4 al)d(ph,p) (238)
< 7o el ).
Now note that since K- > 1 (see Remark 6.9) we have
— L)< 2P L). 2
1_6)\p*(e+a )_1_6)\p*(e+a ) (239)
For our choice of ¢ and € we find
Apr (14 Kpe) < 1 — adpe LK (240)
& e Fedp Kpe +adp LK < 1 (241)
= )\p*Kp* (6 + CLL) <1-— 6)\p* (242)
A K%
PP _(e+al)<1. (243)
1 — ey
Since d(p*, p*) < &, we obtain from combining (238), (239) and (243)
Hogys p* + Vi X (07| iy < d(p”,p%) <6 < 7. (244)
Moreover, we have || log,x p*H(pk) = d(p*,p*) < rp+. Hence, we find (see Def. 6.8)
dlexpp(d), 1) < Kyl Togyi b — d¥ll e (245)
Combining this result we find
A1) aig o () ) ) Ky llogur” — Ul
d(p*, p*) d(p*, p*) - d(p*, p*)
(238) N\ < K, « 243
< A”7”(e+aL) o (247)
1 — ey

From this result we conclude by induction that if we choose p° € Bs(p*) as in the
assumption, we have p* € B;(p*) Vk € N and convergence is Q-linear.

(ii) The second part is very similar. Let K-, rp- and the § with corresponding L
as before. Choose ¢ > 0 such that e\« (1 + 2K,+) < 1 and take 0 < § < min{d,r,+}

such that (227) and (228) hold. Due to the assumption HrkH(pk) €o (||X(pk)\|(pk)>, the
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assumption that p¥ — p*, and that X is continuous, we have that || X (pk)H(pk) — 0 and
moreover for large enough k& we have

||T‘k||(pk) < €d. (248)

Because of the convergence assumption p* — p*, we also have for large k that d(p¥, p*) <
0. Consequently, using the similar steps that lead to (238) from (i) we see

* Ap* *
Hogs " = ) < =5 (ed ) + e (249)
2e- 2e\ < K

< §< "5, 2
T l—edp T 1 =Ny (250)

For our choice of € we find

X (1+2K,) < 1 (251)
& 2N K <1 — ey (252)

26)\p*Kp*

— < 1. 253

1 — €Ay (253)

Since d(p*, p*) < &, we obtain from combining (250) and (253)
| log,x p* + Vp;lX(pk)H(pk) <O < rpe. (254)
Again, we have || log,x p*||(,r) = d(p*,p*) < rp» and we find (see Def. 6.8)

d(exppk(dk),p*) < K

log, p* — d"|| v (255)

Finally we see that for large k

AP p") atg 6 dlexpy (),57) ©) K| ogys b = d¥l

g. < 256
d(p*, p*) d(p*, p*) A", p7) =
k
(2%9) Ap K N Apr K |r ||(p’“) (257)
1—edy | 1 — ey d(pF,p)
and by HX(Pk)H(pk) < Ld(p",p")
k

SO0 R N0 PR L 1125 (258)

T 1= e L1— el HX(pk)”(pk)

and note that this expression holds for all (arbitrarily small) e > 0 such that e\p«(1 +
2K,-) < 1. Hence, we can focus solely on the residual term and see by our assumption
[175]] ey € o(IX (P*) ]| r)) that

. d(pk+17p*) . )\p*Kp* ||Tk||(pk)
lim —————% < lim =0 259
AR ) S R T o) IXGP) y (259)
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and conclude that the convergence is superlinear.

(iii) Again this is very similar to the previous cases. Let p denote the order of the
semismoothness and let K+, r,« and ¢ with corresponding L as before. For ¢ > 0 such
that eA,» < 1, choose 0 < § < min{0, r-} satisfying e\p (1 + 20*Kp+) < 1 and such that
(227) and

|X(0") = Popr [X(0) + Vx| < edp,p) (260)

’(p*)
hold. Then for large enough k& we have by the same reasoning as for establishing (248),
that

179 ey < €8 (261)
Similarly as in (253)
. ik Ap+ ks du k
ogye 7" — ¥l < 22— (ed(p ) 4 [ ) (262)
P
< EApr0 5 < e MK, 5 (263)
1 —eXp 1 — €Ay

follows and for our choice of € and § we find

260 8" K _ |

A (1 +20MKp) <1 & (264)
1—eXp
Using similar arguments as for establishing (258) in (ii), we obtain
* k
d(pk+17p ) < eAp*Kp* l )\p*Kp* ||7’ ||(pk) (265)

d(pk’p*) - 1—- 6)\p* L1— 6)\17* HX<pk>H2;;CI)L

Because € can be arbitrarily small, we can again focus on the second term as in (ii).
Finally, we see by our assumption ||Tk||(pk) = O(HX(pk)H%;?;) that

k+1 * w I« Tk
lim d(pki*’i) < lim e fr | H“"}L = M (266)
kvoo d(ph, p*) 1 T kovoo L(1 = €Ape) || X (p)]| 5

for some M > 0 and conclude that the convergence is Q-order 1 + p. O
In particular, from (ii) we obtain the following result.

Corollary 6.12.1. If the sequence (pk)kzo generated by Alg. 6 converges to the solution
p* and sequence {ak} converges to zero, then the rate of convergence is Q-superlinear.

Remark 6.13. We also like to note that in the linear case (i) and (iii) are formulated
stronger: if a convergent sequence exists, the converse statements in (ii) and (iii) also
hold. Howewver, the proof in [FFK96] relies heavily on the linearity of R and is therefore
much harder to translate to the manifold case. This remains an open problem.
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6.3.3 Observations

Before moving on to applications, we will elaborate on some key observations in the
theory of the RSSN method. Although the proof of the RSSN convergence is skipped
in this work, we would like to mention that it is very similar to that of the inexact
variant. In particular, we can make the following observations regarding the convergence
behaviour of both algorithms. By a continuity argument, we see that the minimal radius
of convergence is determined by e. This € must satisfy the inequality (that is for a* = 0)

e (14 Kpe) < 1. (267)

In other words, a too small € can give trouble in getting the RSSN to work.
We see that we run into trouble in two cases: a large A,« and a large K« correspon-
dence. This comes down to the following scenarios.

The generalized covariant derivative is close to singular: Here a large A,
only admits a very small €, which in turn results in a small convergence region.

The manifold has negative curvature: For negatively curved manifolds we do
not have an a priori estimate for K. If this value becomes arbitrarily large, we cannot
expect a large region of convergence.

6.4 A Higher-order Primal-dual Method for Manifolds*

After having considered the Semismooth Newton methods for finding zeros X (p) = 0,
we now come back to the original problem

inf {F(p) + G(A(p))}- (268)
peEM

Assuming that the functions are proper, lower semi-continuous and convex we rewrite
this problem as a saddle-point problem

inf sup {F(p)+ (log, A(p), &) — G}, (&n)} (269)
pEM En€TIN

As we saw in Sect. 5.3 for the manifold case we could not solve this problem directly, but
had to pass to approximations which gave two different optimality systems: the exact
and the linearized optimality system.

Exact optimality
The exact optimality system (Sect. 5.3)

P (— (D) [Pracsaimn] ) € OmF (), (270)
log,, A(p) € DG}, (&) (271)
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can be rewritten into the system

P = prox,p (expp (Pm_m (—J(DmA)* [Pn%A(m)anw) ’ (272)
&n = Prox, gy (60 + 7 (log, A (p))’) (273)
where o, 7 > 0.

Linearized optimality
For the linearized optimality system we approximated the saddle-point problem even
further as in (Sect. 5.3) and instead solve

it int {F(p) + (D logy, p].6) ~ G (6)): (271)

Then the linearized optimality system

DA [log,, p| € G}, (&) (276)
can be rewritten into
P = pProx,p (epr (Pm—>p (_U (DmA)* {,PnHA(m)gn}yj)) ) (277)
b
En = PIOX, s <§n +r (PA(m)_mDmA [log,, p]) > , (278)

where o, 7 > 0.
The next step is to find a way to rewrite both of these systems of non-linear equations
into something that can be solved by the Riemannian Semismooth Newton method.

6.4.1 Choosing a Type of Newton Method

Whereas the dual variable &, lives in a vector space and both

&0 — Prox,G (& + 7 (log, A (p))") = 0 (279)
for the exact dual optimality condition and
b
&n — PrOX,gx ({n + 7 (PA(m)HanA [log,, p]) > =0 (280)
for the linearized dual optimality condition make sense, this is unfortunately not nec-

essarily the case for the primal variable. Here, we need a more general approach. Two
approaches can be chosen:
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Constructing a Vector Space
For ¢ € M, the tangent space Ty M is fixed and (272), (277) can be rewritten as

log, p — log, prox, (expp (Pm_m (—a (DA { s A(m an )) =0. (281)

In the case of the exact optimality conditions, the mapping X : M X T*N — ToM X TIN
is defined as

log, p — log, prox, g (epr (Pm—ﬂ’ (_U (DmA)” { n—A(m SnD ))

X (p ) gn) = b
&n — PrOX s (fn + 7 (log,, A (p)) )
(282)
and the resulting non-linear system of equations is X (p, &,) = 0. However, this approach

has a major drawback. Although in the case of flat and negatively curved spaces we find
% i
logﬂp = IOgZ ProX,p (expp (Pm—m (_U (DmA) {,Pn%/\(m)gn}) )) (283)

& p=Dprox,p (expp (Pm_ﬂg (—a (D) [PTHA(m)ﬁan) , (284)

by the uniqueness of geodesics, this is not necessarily the case for manifolds with positive
curvature. For example, in the case of S? we can see the arising issue very clearly.
Imagine that ¢ lives on the south pole, but the optimal p lies on the north pole of
the sphere. Now, given that at some point in the RSSN process both p and the point
resulting from the proximal mapping lie close to the north pole as well (i.e., the algorithm
has almost converged), it could be that the log, - operator gives two very different, even
opposite directed, tangent vectors. In that case its difference does not vanish and it
would seem like we are not converged at all.

Constructing a Vector Field

The other approach would be to construct a vector field for the primal variables and
(272), (277) are rewritten as

—log,, prox, i (expp (Pm_w (—a (D) [ s A(m an )) =0. (285)

In the case of the exact optimality conditions, the mapping X : MXTI*N — TMXTIN
is now defined as

— logp Prox,p (expp (Pm_m (—a (D) [ s A(m §nD ))
& — Drox,¢; (& + 7 (log, A (p))’)

and the resulting non-linear system of equations is X (p, &,) = 0.

The major drawback of the vector space approach does not occur when using (285).
Finding a zero tangent vector always corresponds to (272), (277). Therefore, in the
following we will focus on developing the Newton systems for the exact and the linearized
optimality system following the vector field approach.

X(p,&n) == (286)
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6.4.2 Generalized Differentials and a General Newton Matrix

Now that the vector fields

—log,, prox, (expp (Pm_m (—0 (DmA)” [P”ﬁ[‘(m)fn})ﬁ)>

Xe(p,&n) := b (287)
&n — Prox,c; (& + 7 (log, A ()’
and
— 1ng ProX, <6pr (,Pm%p (_U (DmA)* [an—ﬂ\(m)én} )ﬁ))
Xi(p: &) = b (288)
&n — PIoX g <€n +T (,PA(m)%anA [lOgm p]) )
have been constructed, we pass to a general
X(p7 gn) = (Xl(p7 gn)a XQ(pa gn)) = (_ logp fl(pa 5n)7 gn - fQ(pv gn))v (289)

where f1 : M x TN — M and fy : M x TN — T*N are the mappings correspond-
ing to either the exact or the linearized system. In order to proceed with RSSN, the
generalized covariant derivative of X must be constructed. The main idea of finding the
Newton operator, both for the exact and the linearized system, follows from rewriting
the covariant derivative along v := (v1,72) : (—€,€) = M x T*N as separate contribu-
tions from 71 : (—€,¢) — M and from 73 : (—€,€) — T N. Let M be the dimension
of M and N the dimension of 7*A. Then, by passing to normal coordinates (U, ¢) on
M and (V,%) on T*N originating at (p,&,)" we can find basis {0} and {E};V and
coordinates uj € C®((—¢,¢€)), 2} € C®((—¢,¢€)) for i = 1,..., M and u), € C®((—e,€)),
zh € C®((—€,€)) for j =1,..., N and write

M N
y=> ui®; and X;=)» z{6; (290)
i i
and
M N
Y2 =Y wE; and Xy =) z)F;. (291)
J J

If we now first assume that X is smooth. Then, bringing the latter expressions this into
the covariant derivative as in (127) and denoting ¥, € {0}M U {E};V as either basis
vector we can write

"Note that we might as well say (p,0) since the second component is a vector space and hence we
have Te, TN =2 T,y N ji.e., we might as well take the origin here.
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Dx MIN[ gk VAN
W - Z (dt + Z FZ.% ’U,] \I/k (292)
k
M k M+N [M+M
d d
= <C‘Zl> 0 + (5%) =5+ Z ( >t muﬂ) (293)
M k k N MA+N [ M+M
dri  dzy da:Q d:c2 ki
1 2,7

J

() W) E (Fr)

(295)

We need the covariant derivative at ¢ = 0, i.e., at (p,&,). Solet n, = 41(0) and 7 = 42(0).

Also note that Fk | o = = 0 since we work in normal coordinates. Then

Viptne, X = lz;( - (296)
DX, M [ daxk dzk _ DX,
= |, +; <dt2> . Z+Z (dt1> 5 it ) (297)
=S|+ Dl + Dot + | (298)
— 2 (toBy A1) |+ e Xalne, | + Dy Xalnd + 2 () = fap. )
t=0 2

(299)
Using the chain rule for the first term and dt (M=o = Ie,] = g, for the last one we
get
D D
= 1 n - — (1 &n D¢, X
~ iy (080 1(p.60)) | = = (log, fu &) |+ De, Xalng,
D
+ DypXa[np] +ng, — —— (f2(p:-)) (300)
dto 0
~V, (108() £1(p:€)) = Dy (log, fi((-), &) [mp] + De, Xalne, ]
+ DpXQ[Wp] + e, — v”]gnf<p7 ). (301)

For our purposes, we do not have a smooth X, but as for now we have only discussed
generalized covariant derivatives, whereas we see from the expression above that we
also need a generalization of the differential. First we need another generalization of
Rademacher’s theorem. The result in Sect. 6.2 helps us to formulate the following result.
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Theorem 6.14. Let M and N be smooth manifolds. If F : M — N is a locally
Lipschitz continuous function, then F' is almost everywhere differentiable on M.

Proof. The proof is the same as [OF18, Thm. 10] only with a general manifold A instead
of TM. O

The generalized differential can now be defined as follows.

Definition 6.15 (Clarke generalized differential). The Clarke generalized differential
D¢ F of a locally Lipschitz continuous function F : M — N is the set-valued mapping
defined as

DCF(p) = cCo {V el (%M,Tp(p)/\/) : H{pk} C DF’kEIJPoopk =p, V= kggloonkF}

(302)
where Dp C M is the set on which F is differentiable, “co” represents the convexr hull
and L (7;/\/1, TF(p)/j\\/? denotes the vector space consisting of all bounded linear operator
from TpM to TppN.

Finally, the generalized covariant derivative will have the form

OmcopX1 Dce, X1
OmeX(p,&n) = | 1k o 303
Mo X (P, €n) DenXs  doe Xo (303)
where
OmepXt = =0omp (l0g0) Fi(p.6n)) = Doy (log, il(),60)),  (304)
dcg,Xa =1 =00, f(p,)- (305)

Actually computing the generalized covariant derivative (303) for a general manifold
can be complicated. In this work we will focus on symmetric manifolds as discussed in
Sect. 4.1.2. In Sect. 4.1.3 we saw that for symmetric manifolds we know the differentials
and/or covariant derivatives of geodesics, exponential and logarithmic maps. If we also
use that in symmetric spaces the parallel transport map is exactly the pole ladder [Pen18|
- which is also formulated in terms of logarithmic, exponential and geodesic maps - we
have exact expressions for the full generalized covariant derivative, with the exception
of the differentials of the proximal maps. As we shall see in Sect. 6.5, for £2-TV we even
have exact expressions for the proxes on top of that.

6.4.3 The Generalized Covariant Derivative for the Exact Newton System

Let M and N be symmetric manifolds. In the case of the exact optimality conditions
(272) and (273) we constructed the vector field X, : M X T*N — TM x TN given by

— log,, prox, s (expp (Pm_m (—U(DmA)* [PTHA(m)anﬁ)>

Xe(p,§) =
p £n — ProX g (gn +T7 (10gn A (p))b

(306)
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In the following the four components of the operator V. € L(TpM x T N) will be
constructed so that

V., = Ve717p V;’l’gn EaM,CXe(pa‘fn)' (307)
‘/6,2,]) ‘/6727671

Compute V, 1,
For Opm,cpXe,1 we need to compute
N #
8/\/I,C,p)(e,l = _aC,p log(.) Prox,p (expp (Pm—m (_U(DmA) [Pn%A(m)fn}) )>
. #
— D¢ plog, prox, g (exp(,) (Pmﬁ(.) (—O'(DmA) [,Pn%A(m)gn}) )) . (308)

In order to compute the second term, we will use the chain rule. For that we will pass
to the the pole ladder

Py, (&) = —log, (7 <6Xpm(€)m (m,p; ;) ;2>) (309)

1
= —log, (expexpm@) (2 108 exp,,(6) (mvp% 2))) (310)

as substitution for the parallel transport map. Remember that this is exact for symmetric
manifolds. If we rewrite the pole ladder as in (310) then we get for the differential

. /
Om,cpXe1 = —0cplog () Prox, g <eXPp <,Pmﬁp (‘U(Dm/\) {,Pn—ﬂ\(m)gn}> >)

1
— Deplog, prox, p (eXP<~> (— log ) (eXPexpmwg(s)) (2 108exp, (42 (€)) Y (m Ok 2) ) ) ) ) :

(311)
Now, let

0(0.8) 1= D105, (050, (P (~0(Dn ) [Pucssira])) ) (312a)

q1 (p7 é‘) = ProX,p (QQ (p7 f)) ) (312b)

a2(p, §) = exp, (¢3(p, §)) (312¢)
a3(p, §) == —log,(qa(p, %)), (312d)
q4(p7§) = expexpm(qg(f))<Q5(p7 5))7 (3126)

as (pv ‘S) =2 logexpm(qg(g)) (QP(p))7 (312f)

4() 1= (0 (D) [Pucsaomte] ) (312)

ap(p) = (m, p;1/2) (312h)
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Then
Veip = A1 + A3 B[Oy + Oy [Dy + DyEFG]) € OppcpXen, (313)
where
Ar = —Vlog() a0(p: €)1, (314a)
Az := =Dy, (pg) logp(-), (314b)
B € Do gs(p.g) ProXer (), (314c)
C1 := Dyexp(y a3(p; ), (314d)
Ca = Dy (pe) €xp, ("), (314e)
D, = (D log() qa(p;€))" = (Vlog() aa(p, £))] (314f)
D3 := —Dg, (p,¢) l0g,(*), (314g)
b= Dqs(p,»:) XPexp, (g (&) () (314h)
F = 2Dq, ) 108oxp, (ac(6)) () (3141)
G = Dpy(m,();1/2). (314j)

Note that the only non-smoothness can come from the proximal mapping.

Compute V. 1 ¢,
For Dg¢, Xe1 we need to compute

D¢y, Xe1 = —Deyg, log, prox, (expp (Pmﬁp (—U(DmA)* [Pn_,A(m)(-)Dﬁ>) . (315)
Now note that H : T N — T,M given by
€ Pas (0 (D) [Pracsimy€])’ (316)
is a linear map. Hence the differential will be
Velg, = AsBCoH € Deog, Xen, (317)
where As, B and Cy as described before.

Compute V.5,
For D¢, Xe 2 we need to compute

DepXe = Dy — Doy prox,gy, (& + 7 (log, A (p))) (318)
= —Dy prox,g; (€ + 7 (log, A (1)) . (319)
Let
i (p,€) = & + 7 (log, A (p)), (320a)
mp(p) = A(p). (320D)
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Then
Veop:=—JKLM € D¢cpXe o, (321)
where
J € Dy, (pg) Proxecs (), (322a)
K :=7b, (322b)
L := Dy ) log,(), (322¢)
M = DpA(). (322d)
Compute V. o¢,
Finally, for dc ¢ Xc 2 we find
06, Xe2 = I = Do, Prox,g; (& + 7 (log, A (p))’) (323)
= Vepg, =1 —J €0, Xep, (324)

where I is the identity and J as described in the previous step.
6.4.4 The Generalized Covariant Derivative for the Linearized Newton Sys-
tem

Again let M and N be symmetric manifolds. In the case of the linearized optimality
conditions (277) and (278) we constructed the vector field X; : M X TN — TM X TIN
given by

 log, prox,p (expp (pw (~o(DmA)* [Pucsaimn]) a))

Xi(p, &) = &0 — PrOX, s <§n 47 (,PA(m)HanA [log,,, p])b)

(325)

For computing the components of the operator V; € L(T,M x T N'), note that only the
dual component has changed compared to (306). Hence step 1 and 2 of the previous
part are the same: Vj 1, = V.1, and Vi1¢, = Ve 1¢,. For the derivative ¢ ¢ X; o we will
not get anything different as well: Via2¢, = Via¢,. So only Vo, will be different.

For D¢, X; 2 we need to compute

b
DcpXi2 = Dpén — Deyp ProX, s ProX, = <§n +7 (PA(m)%anA [log,, p]) > (326)
b
= _DCJ' ProX g <£n +7 (’PA(m)—MszA [logm p]) > : (327)
Let

m(p, &) ==& + 7—'PA(m)Hnl)mA [logm p] . (328)
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Then
Vigp = —JKLM € DcpXi, (329)
where K as before and
J € Dy () Prox.g;, (), (330a)
L := Pp(m)snDmA, (330b)
M := Dylog,, (). (330¢)

6.4.5 Building the Newton Matrix

In the previous we constructed two linear operators: the generalized covariant derivative
for the exact and the linearized optimality system. In practice a matrix is preferable.
To construct a matrix representation of an operator

V= ‘/1,]2 Vl,ﬁn EaC,MX(paén)’ (331)
‘/27p V27£7L

we will need a basis. Let {©;}; be an orthonormal basis for 7,M and let {Z;}; be a
basis for 7,* V. Then, we want to find of U and W in this basis, i.e, find {u/}; and {w’},
such that

M N
U= Zuj@j and W = ijEj (332)
j=1 J=1
solve the system
Z<®’La VYLP[@]DUJ + Z<@Z7 VL&[E]D’LU] = _<@i7X1> i=1,2,..., M, (333)
J J
Z<Ei7 Vo p[0;])u + Z(Ei,‘/gé[EjDuﬂ = —(E;, X9) 1=1,2,...,N, (334)
J J

where M is the dimension of M (and hence also of 7,,M) and N that of A/ (and again
also that of 7,7N). In matrix notation that would be

O1,Viple1]) - (01,ViplOum]) (O1,Vig[E1]) - (O1,Vig[EN]) ut (©1,X1)

(O ViglO1]) - (011, ViglOn) (OrVielEr) - ©anViglEnh) | | o | _ | 0w X0)

(B1,Vop[01]) -+ (E1,Vap[OM]) (B1,Vagl[Z1]) -+ (E1, VaelEn]) w! (21, X2)

ExVaulO1]) - (EnVaplOu) (En.VaelEa) o (EwVaelEn])) \w? (En, X2)
(335)

Now we are finally ready for applying the algorithms to look at a case study.
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6.5 Application to />-TV-like Functionals*

Let M be a Riemannian manifold, di,ds € N be the dimensions of the image, let h €
MB*d2 he our data. We are interested in solving the isotropic (¢ = 2) and anisotropic
(¢ = 1) discrete ROF model

dy,d2
inf — d% (piihii)+ T , 336
pe i1 xd2 20‘1‘;1 M(pm w) | (p)Hp,q,l (336)

where a > 0 and T : M%1 ¥4z 5 T AMD*d2X2 jg the non-linear finite difference operator
defined as

0€ Ty ;M ifi=dyand k=1
) 0eT, M if j=dy and k=2
(TP = logpm_ Pit1,j € Tp,,M ifi<dyand k=1 (337)
logpm, Dij+1 € %HM if j <dgand k=2
and where
dy,d2 N
IT®)lpar;= D (T @)igally,, + 1T @))igallg ) (338)
i,j=1

Note that, whereas T'(p) € TpM¥1 >4z x ToM41xd2 = T AMA1%42X2 e refer to p as the
base-point of T'(p) instead of (p,p) and hence we write T, M¥1X42%2 a5 well.

Using duality of the | - ||p4,1 norm and parallel transport being an isometry, we can
choose m € M and write

1T P)lp.g1 = [ Ep—m T (P)llm.g1 = sup  (PpsmT(p),1hm) — B, (1hm),  (339)
nmeT;;LMdldeXQ

where ¢* such that % + q% =1,

By = {¥m € Ta M2 | [y e o0 < 1} (340)
= {Vm € To M2 | maxc | ()i llmge < 1} (341)
and
sty ={ 0 e (342
Then, let n := 0 € T, M4 *%%2 he the zero vector. We can write
(PosmT (0)s hm) = (PposmT(p) = 12, 1hm)- (343)

Finally, remember that we can decompose the tangent bundle tangent space into a
vector part 7, and a point part (. Let &, = (G, M) € T, M1 Xd2X2 5 T Aqdixd2x2 o
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ﬁTMled?XQ, then

(PposmnT(p) — 1y 1hn) = sup ((log,, P, PprsmT(p) — 1); (G M) — {0y (Gm)
CmET;;LMdl Xdg X2
(344)
= sup <10gn T(p), (Cm: 77m)> - L{O}(C?ﬂ)? (345)
CmETTTLMdl Xdg X2

where we used the definition of the logarithmic map on the tangent bundle in the last
step.

Bringing everything together we find a the saddle-point problem in the form we are
looking for

di,d
1 1,42

inf su — d%, (pii, hi:) + (log, T(p), — (&), (346
pGM‘ile?gnemTMdedﬂQ 20‘1‘,32::1 M (Pigs hig) + (log, T(p), §n)n {0}x B, (€n). (346)

Remark 6.16. Note that for ¢ =1 (336) (and thus also the following result) reduces to
minimizing the canonical (anisotropic) (2-TV (or ROF)on manifolds as in (2), i.e.,

d1,dz di1—1,d2 d1,d2—1
inf  — " dy pig hig)+ Y. dm Pigpivrg)+ D> daa (i pige1) - (347)
peMdrxdz 200 ) ig—=1 ig—=1

Proximal Maps and Generalized Differentials
First, we need the proximal maps of F' and G}, and the operators B and J for constructing
the Newton operator as discussed in Sect. 6.4.

We will continue to use the notation

d1,dz
F(p) ==Y dam(piy, hij)?  and Ghq(&n) = t{0yxB,. (&n)- (348)

3,j=1

Then we have for the data fidelity term [BLPS18, Prop. 4.4]

g
ProXyp(P) = Yph (a " J) (349)
and we find
g
D¢ pprox, p(p) = Dpprox, g () = Dpyeyn (a - G) , (350)

where we used that prox,p(x) is smooth. Hence, we can choose B = Dy j, (ﬁ) for
the Newton operator.

For the dual variable we live in a vector space. The proximal mapping comes down
to the same as we have already computed in Sect. 3.4, but with a modification for the

point part, i.e, for &, = (£}, €2,) € T,x Md1xd2x2 5 T Afdrxdzx2

prox,g:  (6a) = (o, (max {1 1(€2)iallm}) <a?n>i,j,k) (351)

i,5,k
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and

Prox, ¢ <sn>=( (max{l,H@m,j,:um,z})‘l<£;>i,j,k) : (352)

Z‘?j’k

Then, the generalized covariant derivative applied to 7, = (n},,12,) is given by

(0,0) ifi=dyand k=1
(0,0) if j=dy and k=2
(S(&n)m)iin = (0, (02)i) if [/(€2,)illm < 1
(0, e (20 — Cmpeagsggatdon (€2 )Y it /(62,)1 4l > 1
(353)
and
(0,0) ifi=dy and k =
(0,0) if j=dg and k =
(J2(&n) )ik = (0, (n2, )z]k:) if [[(€2)i,:llm2 <
(0 s (0sse = Sz Cigstiiacin(e2) i) ) it 1€ isilma >
’ (354)

where the operator J; corresponds to anisotropic TV and Jy to isotropic. Here the
first two conditions ensure the boundary conditions y; j, = 0 for ¢ = d; and & = 1 or
j =do and k = 2. The third and fourth options should be understood as the case of not
being a boundary point, i.e., i < d; and kK = 1 and j < de and kK = 2. A proof can be
found in appendix A.1.

For the semismoothness we already have that prox,p(z) is semismooth since it is
smooth: by the generalized Taylor series in [DPMO03] we find semismoothness according
to Def. 6.5. The semismoothness of prox, . (y) follows from invoking Prop. 3.6 as in the
non-manifold case. Indeed we can do this, since the dual variable just lives in a finite
dimensional vector space, which is isomorphic with R%. So we are indeed justified to use
RSSN for (2-TV.

Remark 6.17. As we see from the formulation of the optimization problem to com-
puting the dual proximal maps, the point part does not play an important role in the
optimization problem: it is always zero. Therefore we can focus solely on the vector
part in the following. To start of, we can ignore the point part for the prorimal map in
implementations and also drop them for computing J. This gives as an extra advantage
that the Newton matrixz becomes smaller.

Linearization of the Operator T
Next, to derive D,,T and its adjoint, let p € M%*92 and v € T, M%>42_ We follow the
approach in [BHTVN19, Sect. 5. First, applying the chain rule we find

(DPT[UDM,]? = Dpi,j 1Og(-) (pi,j-l-ek) [Ui,j] + Dpi,j+ek logpiﬂj(') [vi,j-i-ek] ’ (355)

with the obvious modifications at the boundary. In the above formula e; represents
either the vector (0,1) or (1,0) used to reach either the neighbour to the right (k = 1)
or below (k = 2).
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Again, we use the decomposition of the tangent bundle tangent space. As noted in
the previous remark, the point part does not bring new information. Using the result in
(163), (355) reduces to

(D T[ ])z] k= V'Up,L] 1Og() (pi7j+€k) + Dpi,j+ek logpi,j () [Ui7j+6k] € 7;71',]"/\/17 (356)

where the superscript v denotes the vector part of the tangent space. We used that
that the second term only gave a contribution to the vector part of the tangent bundle
tangent space in the first place. We can compute these maps using Jacobi fields as
discussed in Prop. 4.39. With a slight abuse of notation we will drop the superscript v
in the following since we know that we only use the vector part of the tangent space.
Then, we have® (D,T) : TpMW*d2 — T MAxd2x2(= T pMd1xdz 5 T pMALXd2Y given by
Jacobi fields.

Subsequently, its adjoint can be computed using the adjoint Jacobi fields as given
n (165). Following the same line of reasoning, note that we should also focus on the
vector part of the dual space, i.e., 7;,”‘/\/1‘11”2X2 instead of looking at the entire space
'T* TMledQXQ. Define N;; to be the set of neighbours of the pixel p;; and let n €

'T* /\/lled2X2 then we can find [BHTVN19, Sect. 5]

(DpT(); ;= 3 (Viogy (pigeer)) gkl + D2 (Dpislogy, () (o]
b (i',5/) €N,
(357)

Regularization of the Dual

In the case of R% we saw in Sect. 3.4.2 that the Newton matrix became non-invertible.
For general manifolds we are now motivated to look to the dual regularized £2-TV saddle-
point problem

dy,dz
Zd/\/t pz]ah,J) (log, T'(p),&n)n— L{0} x By (n)— H&LHQ

i,j=1

1
inf sup —
pEMd1xd2 En €T T M1 xd2x2 2c

(358)
and hence consider G}, | = t{0}x B, (§n) + ngnH% Then, as with the linear case it is not
hard to see that the proximal maps become

2. AN
prox, . () = ( , (max {1, sl }) (fﬁ)}éjf> (359)
1,5,k

1€ 1cllm2 |\ (€2
Prox_& (fn) = ( , <max {1, i —|—Jﬁ'r }) . —|—BJT ) - (360)
7,

8Here the decomposition originates from the two components represented by k = 1 and k = 2. This
should not be confused with the point and vector part of the tangent space of the tangent bundle.

and
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and as with the regular proxes we find for the covariant derivatives

(0,0) ifi=dyand k=1
(0,0) ifj—dgandk—Z
(S(En)m)izk =\ (0, (n2,); ) I [1(62)igllm < 1+ Br
(0. reysm ()i — Copias gt (@) j)) it N(ER)illm > 14 6r
(361)
and
(0,0) ifi=dy and k =
(0,0) if j =dy and k =
(J2(&n)mm)ige =8 (0, (02, ),g k) if [[(60)ij,:llm,2 <
2
(0 T (g = Somno Wittt (2) 1)) i (€2)egi s >
(362)

Remark 6.18. For a general manifold we did not show that we run into ill-posedness
issues. Howewver, from numerical observations it seems to be the case for 2D problems
(as in the R? case). Actually showing this remains an open problem.

6.6 Numerical Experiments*

In this section we will explore the behaviour of the Riemannian Semismooth Newton
method through several numerical experiments with Total Variation on the S? and P(3)
manifold. In chapter 3 we have already seen how (R)SSN works for the flat manifold R.
In this part S? and P(3) are chosen so we can see the behaviour on positively respectively
negatively curved spaces.

The key questions we try to answer are

e Does RSSN for the exact or linearized system work?
e Can we get quantitatively better performance using RSSN than when using RCPA?
e Does inexact RSSN behave as predicted in Thm. 6.127

We will try to answer these questions through three experiments: a proof of concept
for a 1D problem with known minimizer, runtime analysis, and a proof of concept for
IRSSN.

Remember that in the following sections our goal is to solve the exact and the linearized
optimality system. We will refer to RSSN for the exact system as eRSSN and for the
linearized system as IRSSN. Both algorithms and additionally eRCPA and IRCPA have
been implemented using MANOPT.JL [Berl19)].

Throughout the sections we will use the relative error

. 1X (9", €)1l ot e
X (R, D)l po,e0)

(363)

91



THE RIEMANNIAN SEMISMOOTH NEWTON METHOD

as measure for convergence.
Again, all numerical experiments are implemented in Julia version 1.3.0 and run on a

HP ZBook, 2.4 GHz Intel Core i7, 8 GB RAM.

6.6.1 Signal with Known Minimizers

In this first experiment we want to investigate whether either the eRSSN or IRSSN work
by investigating the progression of the relative errors and the distances to the exact
solution to a problem with known minimizer. For a proof of concept we will consider a
1-dimensional piecewise constant signal

2% , . ) b1 o ifi<t
heM h,._{ﬁQ Gy (364)

For this signal we know the exact ¢2-TV minimizer in (336): for a > 0 and py,p2 € M
the minimizer p* is given by

L e oifi<i
pti= { il (365)
where
P g =) whee s=min{3 021 (a60)
. n = e T =My, > 5= (-
P1 = Vp1,p2 a P2 = Vpa.pe where 2" L dpm (P1,D2)

A proof can be found in appendix A.2.

Furthermore, note that ds = 1 and the operator 1" reduces to the 1-dimensional non-
linear difference operator (i.e., we have T': M?** — T M?%). This also means that the
isotropic (¢ = 2) and anisotropic (¢ = 1) cases reduce to the same functional.

Further we note that as with M = R, we do not know for certain that the Newton
matrix is invertible. Again, empirically this seems to be the case, as we had no issues
solving the Newton system for g = 0.

For the following two cases we use { = 10 o =5 and 0 =7 = % We use a tolerance
of €,¢; = 10719 and perform a maximum of 50 iterations for the S? problem and 15 for
the P(3) problem. Furthermore, for a given primal base point m € M we will choose
n = T(m) € TM? for the dual base point. As we saw we need n to be the zero vector.
By choosing m; the same in every grid point, this condition is satisfied.

In the following we will refer to p. as the solution obtained from eRSSN and p; as the
solution from IRSSN. The results are summarized with respect to the distance to the
exact solution in Tab. 5.

Case 1: M = 5?2
We choose
f)l = (17 150)T> ﬁ? = 7(17 _170)T (367)

and
mi = (1,0,0)"  foralli=1,..,2¢ (368)
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Cold start Warm start
M d./\/l(p*vpe) d./\/l(p*apl) dM(P*aPe) dM(p*’pl)
52 0.018284421 3.2953753 0.9582239 0.0
P(3) 2.4091654 2.1286297¢-13 | 1.643346 | 1.8381813e-13

Table 5: The distances between the exact minimizers of the 1D piecewise constant
signal to the results of eRSSN and IRSSN on the S? and the P(3) manifold. In the
case of a warm start, i.e., a good prior estimate for both primal and dual variable, the
IRSSN solution is very close to the £2-TV minimizer. For eRSSN the solution does not
correspond to the ¢2-TV minimizer.

and find that n is the zero tangent vector with base m.

We run the experiment for two starting points. In both the cases the primal variable
starts from the data, i.e., p° = h. For the dual we start from the zero vector in the
first case, i.e., £ = 0 (cold start) and for the second case we start from the dual as
the result of one RCPA step (warm start). That is eRSSN starts with the dual result
after one eRCPA step and IRSSN starts with the dual vector after one IRCPA step. The
reason to include the warm start as well comes from the theory of RSSN. Since RSSN
only converges locally (superlinearly), a warm start might be necessary. The results are
shown in Fig. 19.

Cold start eRSSN converges in 3.547 seconds to a solution, whereas IRSSN gets
stuck in a local minimum and is terminated after 50 iterations (after 4.234 seconds).
Although eRSSN seems to have superior performance here, the solution is not equal to
the exact minimizer. We even have a distance of d(p*,p.) = 0.01828 away from the
exact solution (see Tab. 5).

In both cases we solve approximate optimality systems and until now it is not yet
known how good the approximations are. This first experiment indicates that the so-
lution to the exact optimality system does not give the ¢2-TV minimizer, because even
though eRSSN found a very accurate solution, it does not correspond the correct mini-
mizer.

Warm start Now eRSSN performs worse than without a warm start. The algorithm
is terminated after 50 iterations (at 3.251 seconds). A possible explanation could be that
rounding errors prohibit us from getting a better solution. For the cold start we also
observed similar behaviour. For IRSSN we see right away that a warm start gives better
performance. In 0.469 seconds (only two iterations) we converge with 0 error to the
solution of the linearized system. As it turns out this is the same point as the ROF
minimizer, i.e., dp(p*, p;) = 0 as well (again see Tab. 5).
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Figure 19: The results along with the progression of the relative error and the ¢2-TV
cost for eRSSN and IRSSN applied to a S? problem with known minimizer. With a cold
start eRSSN converges, but does not converge to the exact £2-TV minimizer. With a
warm start eRSSN seems to suffer from rounding errors and does not converge to the
exact £2-TV minimizer. IRSSN gets stuck in a local minimum in the case of a cold start,
but for a warm start the algorithm converges superlinearly to the exact minimizer.
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////////////////////////////////////////////////////////////////////////////////
//
// (C) 2012, Michail Vidiassov, John C. Bowman, Alexander Grahn
//
// asylabels.js
//
// version 20120912
//
////////////////////////////////////////////////////////////////////////////////
//
// 3D JavaScript to be used with media9.sty (option `add3Djscript') for
// Asymptote generated PRC files
//
// adds billboard behaviour to text labels in Asymptote PRC files so that
// they always face the camera under 3D rotation.
//
//
// This work may be distributed and/or modified under the
// conditions of the LaTeX Project Public License.
// 
// The latest version of this license is in
//   http://mirrors.ctan.org/macros/latex/base/lppl.txt
// 
// This work has the LPPL maintenance status `maintained'.
// 
// The Current Maintainer of this work is A. Grahn.
//
////////////////////////////////////////////////////////////////////////////////

var bbnodes=new Array(); // billboard meshes
var bbtrans=new Array(); // billboard transforms

function fulltransform(mesh) 
{ 
  var t=new Matrix4x4(mesh.transform); 
  if(mesh.parent.name != "") { 
    var parentTransform=fulltransform(mesh.parent); 
    t.multiplyInPlace(parentTransform); 
    return t; 
  } else
    return t; 
} 

// find all text labels in the scene and determine pivoting points
var nodes=scene.nodes;
var nodescount=nodes.count;
var third=1.0/3.0;
for(var i=0; i < nodescount; i++) {
  var node=nodes.getByIndex(i); 
  var name=node.name;
  var end=name.lastIndexOf(".")-1;
  if(end > 0) {
    if(name.charAt(end) == "\001") {
      var start=name.lastIndexOf("-")+1;
      if(end > start) {
        node.name=name.substr(0,start-1);
        var nodeMatrix=fulltransform(node.parent);
        var c=nodeMatrix.translation; // position
        var d=Math.pow(Math.abs(nodeMatrix.determinant),third); // scale
        bbnodes.push(node);
        bbtrans.push(Matrix4x4().scale(d,d,d).translate(c).multiply(nodeMatrix.inverse));
      }
    }
  }
}

var camera=scene.cameras.getByIndex(0); 
var zero=new Vector3(0,0,0);
var bbcount=bbnodes.length;

// event handler to maintain camera-facing text labels
billboardHandler=new RenderEventHandler();
billboardHandler.onEvent=function(event)
{
  var T=new Matrix4x4();
  T.setView(zero,camera.position.subtract(camera.targetPosition),
            camera.up.subtract(camera.position));

  for(var j=0; j < bbcount; j++)
    bbnodes[j].transform.set(T.multiply(bbtrans[j]));
  runtime.refresh(); 
}
runtime.addEventHandler(billboardHandler);

runtime.refresh();



////////////////////////////////////////////////////////////////////////////////
//
// (C) 2012--today, Alexander Grahn
//
// 3Dmenu.js
//
// version 20140923
//
////////////////////////////////////////////////////////////////////////////////
//
// 3D JavaScript used by media9.sty
//
// Extended functionality of the (right click) context menu of 3D annotations.
//
//  1.) Adds the following items to the 3D context menu:
//
//   * `Generate Default View'
//
//      Finds good default camera settings, returned as options for use with
//      the \includemedia command.
//
//   * `Get Current View'
//
//      Determines camera, cross section and part settings of the current view,
//      returned as `VIEW' section that can be copied into a views file of
//      additional views. The views file is inserted using the `3Dviews' option
//      of \includemedia.
//
//   * `Cross Section'
//
//      Toggle switch to add or remove a cross section into or from the current
//      view. The cross section can be moved in the x, y, z directions using x,
//      y, z and X, Y, Z keys on the keyboard, be tilted against and spun
//      around the upright Z axis using the Up/Down and Left/Right arrow keys
//      and caled using the s and S keys.
//
//  2.) Enables manipulation of position and orientation of indiviual parts and
//      groups of parts in the 3D scene. Parts which have been selected with the
//      mouse can be scaled moved around and rotated like the cross section as
//      described above. To spin the parts around their local up-axis, keep
//      Control key pressed while using the Up/Down and Left/Right arrow keys.
//
// This work may be distributed and/or modified under the
// conditions of the LaTeX Project Public License.
// 
// The latest version of this license is in
//   http://mirrors.ctan.org/macros/latex/base/lppl.txt
// 
// This work has the LPPL maintenance status `maintained'.
// 
// The Current Maintainer of this work is A. Grahn.
//
// The code borrows heavily from Bernd Gaertners `Miniball' software,
// originally written in C++, for computing the smallest enclosing ball of a
// set of points; see: http://www.inf.ethz.ch/personal/gaertner/miniball.html
//
////////////////////////////////////////////////////////////////////////////////
//host.console.show();

//constructor for doubly linked list
function List(){
  this.first_node=null;
  this.last_node=new Node(undefined);
}
List.prototype.push_back=function(x){
  var new_node=new Node(x);
  if(this.first_node==null){
    this.first_node=new_node;
    new_node.prev=null;
  }else{
    new_node.prev=this.last_node.prev;
    new_node.prev.next=new_node;
  }
  new_node.next=this.last_node;
  this.last_node.prev=new_node;
};
List.prototype.move_to_front=function(it){
  var node=it.get();
  if(node.next!=null && node.prev!=null){
    node.next.prev=node.prev;
    node.prev.next=node.next;
    node.prev=null;
    node.next=this.first_node;
    this.first_node.prev=node;
    this.first_node=node;
  }
};
List.prototype.begin=function(){
  var i=new Iterator();
  i.target=this.first_node;
  return(i);
};
List.prototype.end=function(){
  var i=new Iterator();
  i.target=this.last_node;
  return(i);
};
function Iterator(it){
  if( it!=undefined ){
    this.target=it.target;
  }else {
    this.target=null;
  }
}
Iterator.prototype.set=function(it){this.target=it.target;};
Iterator.prototype.get=function(){return(this.target);};
Iterator.prototype.deref=function(){return(this.target.data);};
Iterator.prototype.incr=function(){
  if(this.target.next!=null) this.target=this.target.next;
};
//constructor for node objects that populate the linked list
function Node(x){
  this.prev=null;
  this.next=null;
  this.data=x;
}
function sqr(r){return(r*r);}//helper function

//Miniball algorithm by B. Gaertner
function Basis(){
  this.m=0;
  this.q0=new Array(3);
  this.z=new Array(4);
  this.f=new Array(4);
  this.v=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.a=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.c=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.sqr_r=new Array(4);
  this.current_c=this.c[0];
  this.current_sqr_r=0;
  this.reset();
}
Basis.prototype.center=function(){return(this.current_c);};
Basis.prototype.size=function(){return(this.m);};
Basis.prototype.pop=function(){--this.m;};
Basis.prototype.excess=function(p){
  var e=-this.current_sqr_r;
  for(var k=0;k<3;++k){
    e+=sqr(p[k]-this.current_c[k]);
  }
  return(e);
};
Basis.prototype.reset=function(){
  this.m=0;
  for(var j=0;j<3;++j){
    this.c[0][j]=0;
  }
  this.current_c=this.c[0];
  this.current_sqr_r=-1;
};
Basis.prototype.push=function(p){
  var i, j;
  var eps=1e-32;
  if(this.m==0){
    for(i=0;i<3;++i){
      this.q0[i]=p[i];
    }
    for(i=0;i<3;++i){
      this.c[0][i]=this.q0[i];
    }
    this.sqr_r[0]=0;
  }else {
    for(i=0;i<3;++i){
      this.v[this.m][i]=p[i]-this.q0[i];
    }
    for(i=1;i<this.m;++i){
      this.a[this.m][i]=0;
      for(j=0;j<3;++j){
        this.a[this.m][i]+=this.v[i][j]*this.v[this.m][j];
      }
      this.a[this.m][i]*=(2/this.z[i]);
    }
    for(i=1;i<this.m;++i){
      for(j=0;j<3;++j){
        this.v[this.m][j]-=this.a[this.m][i]*this.v[i][j];
      }
    }
    this.z[this.m]=0;
    for(j=0;j<3;++j){
      this.z[this.m]+=sqr(this.v[this.m][j]);
    }
    this.z[this.m]*=2;
    if(this.z[this.m]<eps*this.current_sqr_r) return(false);
    var e=-this.sqr_r[this.m-1];
    for(i=0;i<3;++i){
      e+=sqr(p[i]-this.c[this.m-1][i]);
    }
    this.f[this.m]=e/this.z[this.m];
    for(i=0;i<3;++i){
      this.c[this.m][i]=this.c[this.m-1][i]+this.f[this.m]*this.v[this.m][i];
    }
    this.sqr_r[this.m]=this.sqr_r[this.m-1]+e*this.f[this.m]/2;
  }
  this.current_c=this.c[this.m];
  this.current_sqr_r=this.sqr_r[this.m];
  ++this.m;
  return(true);
};
function Miniball(){
  this.L=new List();
  this.B=new Basis();
  this.support_end=new Iterator();
}
Miniball.prototype.mtf_mb=function(it){
  var i=new Iterator(it);
  this.support_end.set(this.L.begin());
  if((this.B.size())==4) return;
  for(var k=new Iterator(this.L.begin());k.get()!=i.get();){
    var j=new Iterator(k);
    k.incr();
    if(this.B.excess(j.deref()) > 0){
      if(this.B.push(j.deref())){
        this.mtf_mb(j);
        this.B.pop();
        if(this.support_end.get()==j.get())
          this.support_end.incr();
        this.L.move_to_front(j);
      }
    }
  }
};
Miniball.prototype.check_in=function(b){
  this.L.push_back(b);
};
Miniball.prototype.build=function(){
  this.B.reset();
  this.support_end.set(this.L.begin());
  this.mtf_mb(this.L.end());
};
Miniball.prototype.center=function(){
  return(this.B.center());
};
Miniball.prototype.radius=function(){
  return(Math.sqrt(this.B.current_sqr_r));
};

//functions called by menu items
function calc3Dopts () {
  //create Miniball object
  var mb=new Miniball();
  //auxiliary vector
  var corner=new Vector3();
  //iterate over all visible mesh nodes in the scene
  for(i=0;i<scene.meshes.count;i++){
    var mesh=scene.meshes.getByIndex(i);
    if(!mesh.visible) continue;
    //local to parent transformation matrix
    var trans=mesh.transform;
    //build local to world transformation matrix by recursively
    //multiplying the parent's transf. matrix on the right
    var parent=mesh.parent;
    while(parent.transform){
      trans=trans.multiply(parent.transform);
      parent=parent.parent;
    }
    //get the bbox of the mesh (local coordinates)
    var bbox=mesh.computeBoundingBox();
    //transform the local bounding box corner coordinates to
    //world coordinates for bounding sphere determination
    //BBox.min
    corner.set(bbox.min);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //BBox.max
    corner.set(bbox.max);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //remaining six BBox corners
    corner.set(bbox.min.x, bbox.max.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
  }
  //compute the smallest enclosing bounding sphere
  mb.build();
  //
  //current camera settings
  //
  var camera=scene.cameras.getByIndex(0);
  var res=''; //initialize result string
  //aperture angle of the virtual camera (perspective projection) *or*
  //orthographic scale (orthographic projection)
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov*180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('\n3Daac=%s,', aac);
  }else{
      camera.viewPlaneSize=2.*mb.radius();
      res+=host.util.printf('\n3Dortho=%s,', 1./camera.viewPlaneSize);
  }
  //camera roll
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('\n3Droll=%s,',roll);
  //target to camera vector
  var c2c=new Vector3();
  c2c.set(camera.position);
  c2c.subtractInPlace(camera.targetPosition);
  c2c.normalize();
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('\n3Dc2c=%s %s %s,', c2c.x, c2c.y, c2c.z);
  //
  //new camera settings
  //
  //bounding sphere centre --> new camera target
  var coo=new Vector3();
  coo.set((mb.center())[0], (mb.center())[1], (mb.center())[2]);
  if(coo.length)
    res+=host.util.printf('\n3Dcoo=%s %s %s,', coo.x, coo.y, coo.z);
  //radius of orbit
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var roo=mb.radius()/ Math.sin(aac * Math.PI/ 360.);
  }else{
    //orthographic projection
    var roo=mb.radius();
  }
  res+=host.util.printf('\n3Droo=%s,', roo);
  //update camera settings in the viewer
  var currol=camera.roll;
  camera.targetPosition.set(coo);
  camera.position.set(coo.add(c2c.scale(roo)));
  camera.roll=currol;
  //determine background colour
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('\n3Dbg=%s %s %s,', rgb.r, rgb.g, rgb.b);
  //determine lighting scheme
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+=host.util.printf('\n3Dlights=%s,', curlights);
  //determine global render mode
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      currender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      currender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      currender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      currender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      currender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      currender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      currender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      currender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      currender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      currender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      currender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      currender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      currender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      currender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      currender='HiddenWireframe';break;
  }
  if(currender!='Solid')
    res+=host.util.printf('\n3Drender=%s,', currender);
  //write result string to the console
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Copy and paste the following text to the\n'+
    '%% option list of \\includemedia!\n%%' + res + '\n');
}

function get3Dview () {
  var camera=scene.cameras.getByIndex(0);
  var coo=camera.targetPosition;
  var c2c=camera.position.subtract(coo);
  var roo=c2c.length;
  c2c.normalize();
  var res='VIEW%=insert optional name here\n';
  if(!(coo.x==0 && coo.y==0 && coo.z==0))
    res+=host.util.printf('  COO=%s %s %s\n', coo.x, coo.y, coo.z);
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('  C2C=%s %s %s\n', c2c.x, c2c.y, c2c.z);
  if(roo > 1e-9)
    res+=host.util.printf('  ROO=%s\n', roo);
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('  ROLL=%s\n', roll);
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov * 180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('  AAC=%s\n', aac);
  }else{
    if(host.util.printf('%.4f', camera.viewPlaneSize)!=1)
      res+=host.util.printf('  ORTHO=%s\n', 1./camera.viewPlaneSize);
  }
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('  BGCOLOR=%s %s %s\n', rgb.r, rgb.g, rgb.b);
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+='  LIGHTS='+curlights+'\n';
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      defaultrender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      defaultrender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      defaultrender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      defaultrender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      defaultrender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      defaultrender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      defaultrender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      defaultrender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      defaultrender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      defaultrender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      defaultrender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      defaultrender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      defaultrender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      defaultrender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      defaultrender='HiddenWireframe';break;
  }
  if(defaultrender!='Solid')
    res+='  RENDERMODE='+defaultrender+'\n';

  //detect existing Clipping Plane (3D Cross Section)
  var clip=null;
  if(
    clip=scene.nodes.getByName('$$$$$$')||
    clip=scene.nodes.getByName('Clipping Plane')
  );
  for(var i=0;i<scene.nodes.count;i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd==clip||nd.name=='') continue;
    var ndUTFName='';
    for (var j=0; j<nd.name.length; j++) {
      var theUnicode = nd.name.charCodeAt(j).toString(16);
      while (theUnicode.length<4) theUnicode = '0' + theUnicode;
      ndUTFName += theUnicode;
    }
    var end=nd.name.lastIndexOf('.');
    if(end>0) var ndUserName=nd.name.substr(0,end);
    else var ndUserName=nd.name;
    respart='  PART='+ndUserName+'\n';
    respart+='    UTF16NAME='+ndUTFName+'\n';
    defaultvals=true;
    if(!nd.visible){
      respart+='    VISIBLE=false\n';
      defaultvals=false;
    }
    if(nd.opacity<1.0){
      respart+='    OPACITY='+nd.opacity+'\n';
      defaultvals=false;
    }
    if(nd.constructor.name=='Mesh'){
      currender=defaultrender;
      switch(nd.renderMode){
        case scene.RENDER_MODE_BOUNDING_BOX:
          currender='BoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
          currender='TransparentBoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
          currender='TransparentBoundingBoxOutline';break;
        case scene.RENDER_MODE_VERTICES:
          currender='Vertices';break;
        case scene.RENDER_MODE_SHADED_VERTICES:
          currender='ShadedVertices';break;
        case scene.RENDER_MODE_WIREFRAME:
          currender='Wireframe';break;
        case scene.RENDER_MODE_SHADED_WIREFRAME:
          currender='ShadedWireframe';break;
        case scene.RENDER_MODE_SOLID:
          currender='Solid';break;
        case scene.RENDER_MODE_TRANSPARENT:
          currender='Transparent';break;
        case scene.RENDER_MODE_SOLID_WIREFRAME:
          currender='SolidWireframe';break;
        case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
          currender='TransparentWireframe';break;
        case scene.RENDER_MODE_ILLUSTRATION:
          currender='Illustration';break;
        case scene.RENDER_MODE_SOLID_OUTLINE:
          currender='SolidOutline';break;
        case scene.RENDER_MODE_SHADED_ILLUSTRATION:
          currender='ShadedIllustration';break;
        case scene.RENDER_MODE_HIDDEN_WIREFRAME:
          currender='HiddenWireframe';break;
        //case scene.RENDER_MODE_DEFAULT:
        //  currender='Default';break;
      }
      if(currender!=defaultrender){
        respart+='    RENDERMODE='+currender+'\n';
        defaultvals=false;
      }
    }
    if(origtrans[nd.name]&&!nd.transform.isEqual(origtrans[nd.name])){
      var lvec=nd.transform.transformDirection(new Vector3(1,0,0));
      var uvec=nd.transform.transformDirection(new Vector3(0,1,0));
      var vvec=nd.transform.transformDirection(new Vector3(0,0,1));
      respart+='    TRANSFORM='
               +lvec.x+' '+lvec.y+' '+lvec.z+' '
               +uvec.x+' '+uvec.y+' '+uvec.z+' '
               +vvec.x+' '+vvec.y+' '+vvec.z+' '
               +nd.transform.translation.x+' '
               +nd.transform.translation.y+' '
               +nd.transform.translation.z+'\n';
      defaultvals=false;
    }
    respart+='  END\n';
    if(!defaultvals) res+=respart;
  }
  if(clip){
    var centre=clip.transform.translation;
    var normal=clip.transform.transformDirection(new Vector3(0,0,1));
    res+='  CROSSSECT\n';
    if(!(centre.x==0 && centre.y==0 && centre.z==0))
      res+=host.util.printf(
        '    CENTER=%s %s %s\n', centre.x, centre.y, centre.z);
    if(!(normal.x==1 && normal.y==0 && normal.z==0))
      res+=host.util.printf(
        '    NORMAL=%s %s %s\n', normal.x, normal.y, normal.z);
    res+=host.util.printf(
      '    VISIBLE=%s\n', clip.visible);
    res+=host.util.printf(
      '    PLANECOLOR=%s %s %s\n', clip.material.emissiveColor.r,
             clip.material.emissiveColor.g, clip.material.emissiveColor.b);
    res+=host.util.printf(
      '    OPACITY=%s\n', clip.opacity);
    res+=host.util.printf(
      '    INTERSECTIONCOLOR=%s %s %s\n',
        clip.wireframeColor.r, clip.wireframeColor.g, clip.wireframeColor.b);
    res+='  END\n';
//    for(var propt in clip){
//      console.println(propt+':'+clip[propt]);
//    }
  }
  res+='END\n';
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Add the following VIEW section to a file of\n'+
    '%% predefined views (See option "3Dviews"!).\n%%\n' +
    '%% The view may be given a name after VIEW=...\n' +
    '%% (Remove \'%\' in front of \'=\'.)\n%%');
  host.console.println(res + '\n');
}

//add items to 3D context menu
runtime.addCustomMenuItem("dfltview", "Generate Default View", "default", 0);
runtime.addCustomMenuItem("currview", "Get Current View", "default", 0);
runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);

//menu event handlers
menuEventHandler = new MenuEventHandler();
menuEventHandler.onEvent = function(e) {
  switch(e.menuItemName){
    case "dfltview": calc3Dopts(); break;
    case "currview": get3Dview(); break;
    case "csection":
      addremoveClipPlane(e.menuItemChecked);
      break;
  }
};
runtime.addEventHandler(menuEventHandler);

//global variable taking reference to currently selected node;
var target=null;
selectionEventHandler=new SelectionEventHandler();
selectionEventHandler.onEvent=function(e){
  if(e.selected&&e.node.name!=''){
    target=e.node;
  }else{
    target=null;
  }
}
runtime.addEventHandler(selectionEventHandler);

cameraEventHandler=new CameraEventHandler();
cameraEventHandler.onEvent=function(e){
  var clip=null;
  runtime.removeCustomMenuItem("csection");
  runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);
  if(clip=scene.nodes.getByName('$$$$$$')|| //predefined
    scene.nodes.getByName('Clipping Plane')){ //added via context menu
    runtime.removeCustomMenuItem("csection");
    runtime.addCustomMenuItem("csection", "Cross Section", "checked", 1);
  }
  if(clip){//plane in predefined views must be rotated by 90 deg around normal
    clip.transform.rotateAboutLineInPlace(
      Math.PI/2,clip.transform.translation,
      clip.transform.transformDirection(new Vector3(0,0,1))
    );
  }
  for(var i=0; i<rot4x4.length; i++){rot4x4[i].setIdentity()}
  target=null;
}
runtime.addEventHandler(cameraEventHandler);

var rot4x4=new Array(); //keeps track of spin and tilt axes transformations
//key event handler for scaling moving, spinning and tilting objects
keyEventHandler=new KeyEventHandler();
keyEventHandler.onEvent=function(e){
  var backtrans=new Matrix4x4();
  var trgt=null;
  if(target) {
    trgt=target;
    var backtrans=new Matrix4x4();
    var trans=trgt.transform;
    var parent=trgt.parent;
    while(parent.transform){
      //build local to world transformation matrix
      trans.multiplyInPlace(parent.transform);
      //also build world to local back-transformation matrix
      backtrans.multiplyInPlace(parent.transform.inverse.transpose);
      parent=parent.parent;
    }
    backtrans.transposeInPlace();
  }else{
    if(
      trgt=scene.nodes.getByName('$$$$$$')||
      trgt=scene.nodes.getByName('Clipping Plane')
    ) var trans=trgt.transform;
  }
  if(!trgt) return;

  var tname=trgt.name;
  if(typeof(rot4x4[tname])=='undefined') rot4x4[tname]=new Matrix4x4();
  if(target)
    var tiltAxis=rot4x4[tname].transformDirection(new Vector3(0,1,0));
  else  
    var tiltAxis=trans.transformDirection(new Vector3(0,1,0));
  var spinAxis=rot4x4[tname].transformDirection(new Vector3(0,0,1));

  //get the centre of the mesh
  if(target&&trgt.constructor.name=='Mesh'){
    var centre=trans.transformPosition(trgt.computeBoundingBox().center);
  }else{ //part group (Node3 parent node, clipping plane)
    var centre=new Vector3(trans.translation);
  }
  switch(e.characterCode){
    case 30://tilt up
      rot4x4[tname].rotateAboutLineInPlace(
          -Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(-Math.PI/900,centre,tiltAxis);
      break;
    case 31://tilt down
      rot4x4[tname].rotateAboutLineInPlace(
          Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(Math.PI/900,centre,tiltAxis);
      break;
    case 28://spin right
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            -Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 29://spin left
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 120: //x
      translateTarget(trans, new Vector3(1,0,0), e);
      break;
    case 121: //y
      translateTarget(trans, new Vector3(0,1,0), e);
      break;
    case 122: //z
      translateTarget(trans, new Vector3(0,0,1), e);
      break;
    case 88: //shift + x
      translateTarget(trans, new Vector3(-1,0,0), e);
      break;
    case 89: //shift + y
      translateTarget(trans, new Vector3(0,-1,0), e);
      break;
    case 90: //shift + z
      translateTarget(trans, new Vector3(0,0,-1), e);
      break;
    case 115: //s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1.01);
      trans.translateInPlace(centre.scale(1));
      break;
    case 83: //shift + s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1/1.01);
      trans.translateInPlace(centre.scale(1));
      break;
  }
  trans.multiplyInPlace(backtrans);
}
runtime.addEventHandler(keyEventHandler);

//translates object by amount calculated from Canvas size
function translateTarget(t, d, e){
  var cam=scene.cameras.getByIndex(0);
  if(cam.projectionType==cam.TYPE_PERSPECTIVE){
    var scale=Math.tan(cam.fov/2)
              *cam.targetPosition.subtract(cam.position).length
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }else{
    var scale=cam.viewPlaneSize/2
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }
  t.translateInPlace(d.scale(scale));
}

function addremoveClipPlane(chk) {
  var curTrans=getCurTrans();
  var clip=scene.createClippingPlane();
  if(chk){
    //add Clipping Plane and place its center either into the camera target
    //position or into the centre of the currently selected mesh node
    var centre=new Vector3();
    if(target){
      var trans=target.transform;
      var parent=target.parent;
      while(parent.transform){
        trans=trans.multiply(parent.transform);
        parent=parent.parent;
      }
      if(target.constructor.name=='Mesh'){
        var centre=trans.transformPosition(target.computeBoundingBox().center);
      }else{
        var centre=new Vector3(trans.translation);
      }
      target=null;
    }else{
      centre.set(scene.cameras.getByIndex(0).targetPosition);
    }
    clip.transform.setView(
      new Vector3(0,0,0), new Vector3(1,0,0), new Vector3(0,1,0));
    clip.transform.translateInPlace(centre);
  }else{
    if(
      scene.nodes.getByName('$$$$$$')||
      scene.nodes.getByName('Clipping Plane')
    ){
      clip.remove();clip=null;
    }
  }
  restoreTrans(curTrans);
  return clip;
}

//function to store current transformation matrix of all nodes in the scene
function getCurTrans() {
  var tA=new Array();
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd.name=='') continue;
    tA[nd.name]=new Matrix4x4(nd.transform);
  }
  return tA;
}

//function to restore transformation matrices given as arg
function restoreTrans(tA) {
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(tA[nd.name]) nd.transform.set(tA[nd.name]);
  }
}

//store original transformation matrix of all mesh nodes in the scene
var origtrans=getCurTrans();

//set initial state of "Cross Section" menu entry
cameraEventHandler.onEvent(1);

//host.console.clear();








6.6 Numerical Experiments*

Case 2: M =P(3)
Next, we choose

9 9 1 2 2
P1 = expy <||X||1X> , D2 :i=exp; <—||X||IX> , with X:=[2 2 0 [,
2 0 6
(369)
where X € T/P(3) and I is the identity matrix and pick
m;:=1 foralli=1,..,2¢ (370)

and once again find that n is the zero tangent vector, i.e., the zero matrix, at base m.
We will distinguish between a warm start and a cold start again. The results are
shown in Fig. 20.

Cold start Now, IRSSN is the better method. It converges superlinearly in 4.61
seconds. eRSSN on the other hand seems to get a worse result after iteration 10. It
is terminated after 76.531 seconds. However, whereas the results look very similar,
eRSSN end up a distance da(p*,pe) = 2.4091654 away from the exact solution, while
dm(p*,pr) = 2.13- 10713 for IRSSN.

Warm start For the warm start we observe that eRSSN performs slightly better
than before, but in the end once again diverges. The method was terminated after 73.625
seconds at a distance daq(p*,p.) = 1.643346 away from the exact solution. IRSSN on
the other hand converges after 1 iteration in 4.202 seconds and ends up at distance
dp(p*,pr) = 1.84 - 10713 away from the exact solution.

Observations

Whereas IRSSN results are superb, eRSSN performs much worse: in the case of the S?
manifold we do not seem to converge to the minimizer of £2-TV, but more concerning is
the behaviour for the P(3) manifold. The method diverges after some point.

A first explanation would lie in the nature of the problem we are solving. We foresaw
that every RSSN-based method could run into trouble for negatively curved manifolds
(i.e., a large K(p*’g;;)). However, since K(,«¢+) is independent of the method?, the dis-
crepancy between eRSSN and IRSSN might also be caused by something else. As we
discussed in Sect. 6.3.3, it is also possible to have a very ill-conditioned matrix at the
optimum (i.e., a large Ay« ¢x)). At this point we are not close enough to the solution to
make such a claim.

Based on the much better performance of the IRSSN method, we restrict ourselves to
the IRSSN methods in the following sections.

9Indeed for Hadamard manifolds it is solely dependent on the manifold.
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Figure 20: The results along with the progression of the relative error and the ¢2-TV
cost for eRSSN and IRSSN applied to a P(3) problem with known minimizer. With or
without a warm start, eRSSN diverges and the ¢2-TV energy amplifies. IRSSN converges
superlinearly to the exact minimizer for both cold and warm start.
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6.6 Numerical Experiments*

6.6.2 Comparison of Algorithms for Solving Regularized TV

For this experiment we investigate the runtime performance for reaching different accura-
cies with the IRSSN method and compare it to the IRCPA algorithm. In this experiment
we will focus on 2D problems. From numerical observation we saw that the matrices
for both S? and P(3) became singular if we did not use dual regularization. So in the
following we will resort to solving regularized ¢2-TV with 8 > 0. In particular, we will
use 3 = 107 motivated by the numerical experiments in chapter 3.

For the S? problem of this experiment we use a 20 x 20 artificial S? rotations image
from MANOPT.JL with a 0.5 rotation around each axis. For the P(3) problem we will
use a 10 x 10 artificial P(3) image also from MANOPT.JL. The original images are shown
in Fig. 21.

(a
Figure 21: Original 2D manifold-valued S? (left) and P(3) (right) images.

~

Original S? data (b) Original P(3) data

For this part we are interested in getting insight into the runtime performance of
IRSSN. We compare performance of IRSSN with IRCPA. Although IRCPA is not guar-
anteed to converge on positively curved manifolds, it performed well in recent work
[BHTVN19]. We expect that IRCPA will be faster at the start but will suffer from
slow tail convergence. Hence, IRSSN should give better performance for higher accuracy
solutions.

Initialization

For our numerical experiment, we measure the (CPU) runtime until the algorithms reach
€rel € {10_2, 1074, 10_6}. IRSSN diverges if we use a cold start and even a warm dual
start is not sufficient. Therefore, we run IRCPA until €,..; = 1/2 and use the resulting

97





THE RIEMANNIAN SEMISMOOTH NEWTON METHOD

primal and dual iterates as p” and ¢¥ as starting points for the experiment. The relative
errors mentioned before include the initial error loss due to the pre-steps with IRCPA.

Case 1: M =52
In the following we will compute regularized isotropic £2-TV solution on this data with
a = 1.5. For m we will choose

Mg == (07 0, I)Ta fori,j =1,...,20, (371)

so that we have n as the zero vector.

We initialized both IRSSN and IRCPA with ¢ = 7 = 0.35. Furthermore, for IRCPA
we used v = 0.2 to controlled the primal and dual step size.

The pre-steps took 2.437 seconds. The resulting runtimes are shown in Tab. 6. The
solutions of IRCPA and IRSSN at €,,; = 109 along with the development of the relative
error and the (isotropic) 2-TV-cost are shown in Fig. 22.

f =100 €rel = 1072 €rel = 1074 €reg = 1076
Method Time | # Iterations | Time | # Iterations Time # Iterations
IRCPA | 46.515 193 159.11 697 608.781 2886
IRSSN | 330.422 10 346.187 11 410.875 13

Table 6: The runtimes and number of iterations of iterations for IRCPA and IRSSN to
converge to the three accuracies for the S? problem. For high-accuracy solutions the
proposed IRSSN algorithm outperforms IRCPA with respect to runtime on a manifold
with positive curvature.

The results confirm what we expect: for accuracies larger accuracies, errors smaller
than 10~%4, IRSSN beats IRCPA. Furthermore, we see the superlinear convergence more
clearly than in the 1D case.
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Figure 22: The results of IRCPA and IRSSN for an artificial S? problem and the pro-
gression of the relative errors and the ¢2-TV costs. The initial error and cost drop due
to the pre-steps is shown in green. The proposed IRSSN method converges within 13
iterations after the pre-steps superlinearly to an optimal solution on a manifold with
positive curvature, while IRCPA suffers from slow tail convergence.
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Case 2: M =7P(3)
Next, we will compute regularized isotropic £2-TV solution on this data with o = 0.5.
For m we will choose

mi =1, fori,j=1,...,10, (372)

so that we have n as the zero vector.

We initialize both IRSSN and IRCPA with ¢ = 7 = 0.4. Furthermore, for IRCPA we
use v = 0.2 to control the primal and dual step size.

The pre-steps took 9.718 seconds. The resulting runtimes are shown in Tab. 7. The
solutions of IRCPA and IRSSN at €,; = 106 along with the development of the relative
error and the (isotropic) £2-TV cost are shown in Fig. 23. We note that IRCPA stalled
before reaching the relative error of 107% and was terminated after 2500 iterations.

f=10"° €rel = 1072 €rel = 1072 €re; = 1070
Method Time | # Iterations | Time | # Iterations Time # Iterations
IRCPA 9.922 18 48.36 97 1213.327 >2500
IRSSN | 237.062 5 380.047 8 556.328 12

Table 7: The runtimes and number of iterations of iterations for IRCPA and IRSSN to
converge to the three accuracies for the P(3) problem. For high-accuracy solutions the
proposed IRSSN algorithm outperforms IRCPA with respect to runtime on a manifold
with negative curvature. IRCPA was terminated after 2500 iterations before being able
to reach €., = 1076.

As for th S? example previously, the results confirm what we expect. For higher accu-
racies, with errors smaller than 104, IRSSN beats IRCPA. The latter even seems unable
to reach such high accuracies in reasonable time. We observe superlinear convergence
for IRSSN with this example as well.

Observations
Even though IRSSN performs very well, one might wonder whether our examples rep-
resent real-life situations. Instead of using the relative error as convergence criterion,
we could also use the change in ¢2-TV cost. As we see in both figures for the ¢2-TV
cost, IRCPA reaches a terminal cost rather quickly as well. One might wonder whether
the same results would yield when passing to a different (more practical) convergence
criterion based on changes in the cost functional.

For our purposes, we were interested in a proof of concept for IRSSN and showing the
superlinear convergence with respect to the relative error measure. So this question will
be left for future research.
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Figure 23: The results of IRCPA and IRSSN for an artificial P(3) problem and the
progression of the relative errors and the ¢2-TV costs. The initial error and cost drop
due to the pre-steps is shown in green. The proposed IRSSN method converges within
12 iterations after the pre-steps superlinearly to an optimal solution on a manifold with
negative curvature, while IRCPA suffers from slow tail convergence.
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6.6.3 An Outlook to Inexact Semismooth Newton

In this final experiment we will try to validate our predictions for inexact Rieman-
nian Semismooth Newton. In particular, we want to verify linear convergence for
a* = constant and superlinear convergence for a¥* — 0 as k — oco. We will also look
into an application: denoising with ¢2-TV. In the following we will restrict ourselves to
the inexact variant of IRSSN. Given the similar behaviour of the methods on positively
and negatively curved manifolds in previous experiments, we will only consider an S
example for this experiment.

For our problem we will choose denoising Bernoulli’s Lemniscate, which is a figure
8 on the 2-sphere. Note that this is once again a 1D problem. We will consider 128
S2-valued points on the Lemniscate curve and distort them with Gaussian noise with
variance §% = 0.01, in the sense that for each point p we will pick a tangent vector Up
drawn from Gaussian distribution over the tangent space!?, and our data h will be such
that

h; := expy, (vp,). (373)

We use /2-TV with a = 0.5 and m as the intersection point of the Lemniscate:

(1,0,1)T,  fori=1,...,128. (374)

1
m; = 7
For this case n will be the zero vector with base m. We will not use dual regularization,
ie, B =0.

We need a warm start by IRCPA and use 0 = 7 = 0.35 and v = 0.2. We take pre-
steps until €, = 107! and continue with IRSSN after that. Then, we will run three
experiments with

1 1
a¥ =0, ab = 5 ak = A (375)
and we define a residual
ri = ag | X 05 &)l en Uppr gty for i =1,2,3, (376)

where U,k ¢ry is a tangent vector drawn from a normal distribution with unit covariance

matrix. Subsequently, after the pre-steps we solve dF through solving
Vipr e d® = X (0", €5) + 7. (377)

So in other words, by simulating residual and solving the problem exactly with IRSSN
we simulate the behaviour of IRSSN.!

ONote that we can use our classical Gaussian distribution here, because the tangent space is a linear
space.

"Due to the lack of a proper preconditioner, we needed to resort to this way of testing instead of
using an iterative method.

102



6.6 Numerical Experiments*

The convergence rate ¢ will be approximated by

1 X ("0l

L8 (IIX(p’“,flil)ll
= —

1 [ X@F—1 e )l

o8 (nX(pk—?,gW)u
The results are shown in Fig. 24. As expected we observe that the scheme of af
converges linearly, i.e., with rate ¢ = 1. For a’§ we observe the relative error progression
closely follows that of normal IRSSN, i.e., using a¥, and we observe that ¢ is mainly

slightly larger than 1, which indicates superlinear convergence. This is also in line with
our expectations.

(378)

6.6.4 Final Remarks

With these numerical experiments we set out to confirm the theoretical findings and
show a proof of concept for the developed algorithms. In particular, we wanted to show
local superlinear convergence on positively and negatively curved manifolds for eRSSN
and IRSSN and establish (at least) local linear convergence for an inexact version of
either one of the algorithms.

Especially IRSSN has shown to be very promising. For 1D signals and 2D images
with S? and P(3) data, superlinear convergence was obtained, when initialized at a
proper starting point. In particular, the convergence behaviour of IRSSN can be used
to overcome the slow tail convergence, which is holding back several first-order methods
such as IRCPA. Additionally, IRSSN combined with an inexact scheme for solving the
Newton matrix has the potential to result in a very successful algorithm for efficiently
solving larger-scale problems.
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Chapter 7: Conclusions

In this work we have presented the exact and linearized Riemannian Semismooth Newton
method (eRSSN and IRSSN) as higher-order optimization methods for solving non-
smooth variational problems. By transferring best practices from the linear case to the
manifold case we were able to apply both algorithms to solving isotropic and anisotropic
(2-TV problems for manifolds of positive and negative curvature. In particular, we used
the dual regularization approach that solved ill-posedness in the linear case as a strategy
for handling manifold-valued images.

From numerical experiments with 1D signals and 2D images we see promising results
for IRSSN: in particular, we obtain superlinear convergence towards the £2-TV minimizer
and establish state-of-the-art runtimes for high-accuracy solutions on the S? and the P(3)
manifold.

The numerical results of eRSSN also provide novel insights: due to the high accuracies
we can reach with eRSSN, we find hints that the exact optimality system derived from the
(2-TV functional has a different solution than ¢2-TV itself. Whether the two optimizers
were actually equal was still an open question from previous work [BHTVN19].

Moreover, the first step towards making general RSSN-based methods feasible for
solving large scale manifold valued imaging problems has been set by proving a local
convergence result for inexact RSSN. This result is also backed-up by numerical experi-
ments with inexact IRSSN, in which we observed, as expected, local linear convergence.

Suggestions for Future Research
This work paved the way for several interesting follow up projects:

The Ill-posedness of the IRSSN Matrix for /2-TV-like problems For the case
of solving £2-TV, in the R? case we could show that the ill-posedness of the Newton ma-
trix was caused by cycles of pixels with the same value at the optimum. In the manifold
case the obtained matrix has a less transparent structure than before. Numerical exper-
iments suggest that the matrix can become non-invertible without dual regularization.
A full theoretical analysis is left for future work.

The role of 0 and 7 So far our choice for o and 7 was made on the basis of whether
these values would work for RCPA. A proper exploration of the precise effects could give
us new insights into the properties of the Newton matrix. As a starting point, we would
suggest to focus on the R? case, for there is still a lot unclear as well.

IRSSN for Large Scale Problems Another suggestion would be to look for large
scale applications. We experimented with GMRES approach to test our inexact IRSSN,
but without a good preconditioner this attempt was pointless. Especially because in real-
istic cases we choose a small 3 for the dual regularization, resulting in a large condition
number. It is well known that the condition number directly affects the convergence
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speed for the worse. We would suggest to look into preconditioners for the Newton
matrix as the first step towards solving large scale problems.

IRSSN Variations We used the exact and linearized optimality system solving the
£2-TV problem. For this we needed to choose a base point m € M and n € . In this
thesis, these were fixed. In [BHTVN19] it was suggested to look into changing these per
iteration when using IRCPA.

In this work we claimed that we should choose a particular n in the case of a Total
Variation regularizer, i.e., n being a zero vector with base point m. Controlling m would
still be an interesting approach and could yield better results: we could make less of
an error when linearizing. This would not only be interesting for IRCPA, but also for

IRSSN.

IRSSN for Other Models So far, only TV has been used as an application for
IRSSN (as with IRCPA). Total Generalized Variation also allows for the dual represen-
tation and could be an interesting next candidate to apply IRSSN on.

Expanding the Theory of Inexact RSSN Thm. 6.12 in the linear case could be
formulated much stronger than for manifolds. Showing the converses of (ii) and (iii) in
our theorem would provide more even more insight into the limitations of IRSSN.

IRSSN Globalization Finally, a globalization strategy of RSSN would be an ex-
tremely valuable result. Recently, a scheme was proposed for SSN that is an outstanding
candidate to be made compatible with our types of problem: Adaptive Semismooth New-
ton (ASSN).

If we want to extend this scheme to manifolds, there are some obstacles. The method
relies on monotonicity of the vector field. Whereas there exist generalizations of classical
monotonicity to vector fields, we can only do this for spaces with negative curvature. To
be more complete, we would like the space to be a Hadamard manifold.

Given our results for the P(3) manifold, globalization might not be far away and would
definitely be a worthwhile topic to look into.
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Chapter A: Appendix

A.1 Covariant Derivatives for the /?>-TV-like Dual Proximal Maps

In the following we will focus on the vector part &, of the dual variable &, = ((n,&m)
for the proximal map, since the point part will give zero anyways.
Now, as for the linear case we see that the components of (the vector part of) prox, (nn)

i.e., [(m)ij:|lm,qg+ smaller or larger than 1, are piecewise C' in the T,x Md1xd2x2 Vector
space. So by considering the two regions seperately we can use ordinary (covariant)
derivative on each region and choose the value corresponding to the inner region for the
generalized (covariant) derivative on the boundary. We will compute the (covariant)
derivative for the isotropic case and als give the result of the anisotropic case. The
calculations for the anisotropic case are similar and therefore omited.

For finding the (covariant) derivative, we need to pass to coordinates. Choose an
orthonormal basis {Z; ;1 } in T, , M(= (TM¥B*%2%2); ) then we will work in the
normal coordinates of this basis and we can write (§,) % = lel ghil Eijkl, Where L is
the dimension of M. Then, the Ith component of (&,); , after applying the proximal
map is

-1

(max (1, [|(&mn)ijillm,2)) €S sy = | max M5 g (379)

Now we note that in normal coordinates the Christoffel symbols vanish and we can focus
on the derivatives of the coordinates. We can now distinguish cases in order to find our
operator Jy (with J; corresponding to anisotropic).

If ([ (&m)igi:llm,2 < 1 we have

(max(L, |(&n)igillm,2)) "€ S ikt = €120 (380)

and hence we find
Ot &5 j bt = 04OFZs - (381)

d1.d -
Then, we have for 1, = 3052 Y01 ey 0™ B p e € T, TMA 772

L L K L dyds
(J2nm)ige = D (Tmn)igka = > 3. D 0T Y Sapme)ijid (382)
=1 =1 k=1 ¢=1 ab=1

K L
SN 00T kg = ZT} Eijkl = (Mm)ijk (383)

1 k=1/4=1

I
M=

~

Otherwise, we have

k.l
Ui

Zi gkl
\/25:1 i (k)2

(max(L, |(&n)igillm,2)) " €HFEs st = (384)
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In order to calculate the derivative, we start with calculating the derivative of the nu-

merator
0 i i(fa’“V A B (385)
NE= 2] Em)igillme [€m)igillm,2

and hence for the total expression we get

fk’l _ 1 gk,lgn,f _
Do St = et NEm)iglmadhdl — S ) E

Gkl
I g IEmidal [E&m)igllme2
(386)
1 gk,lgn,é
= (oo s ) E e (387
[Enigilims ( T A
Then, we have for 7, = Zg}b’i?l SE sk Nt E gyt € T T M ¥d2x2
L L K L 1,d2
(J277m Z Jnm i,k = ZZ Znn,ﬁ Z Eabnﬁ 1,7,k,l (388)
=1 =1 k=1 =1 ab=1
L K L kel en b
1 §HEr -
k5,0 I sk
= N | 00, — 5 | Sk (389)
;;; H(ém)',j,-llmz < ‘ 1(Em )il ) ’
L
1 w0 $Em)i g Zig k) {(Em)igims B ,JM>>
= e n Zi gkl
2 Eesilms ( Zgz [EmedlZes j
(390)
_ i ( i (ém)iik, = ,]kl><(5m)i,j,m(nm)l-,j,@) -
o Em) ijsillm,2 = 1(m)ig 2 o
(391)
K L
((&m )]m Nm)i gn )
= N Bkl — = : (Em)igks Zigel) Zi gkl
H(fm) 0,7y |m2 (Z ’ ,; H(fm) (2% Hm2 ; " , 7
(392)
1 i ,J K (nm) 1,5,k K)
e (00~ 2 R 9
Similarly we can find for the anisotropic case that if ||(§r)ij.k|lm < 1 we have
(J10m)iike = (Mm)i,jok (394)
and else
1 ((Em)ijk> Mm)igk)
Jinm)igk = T~ | m)ijk — - 22 (6 (395)
R T <( N T AP AL

108



A.2 Exact Solutions to 1D ¢2-TV for 2n gridpoints on manifolds

If we also include the boundary conditions in the operators J; we find for the vector
parts of our dual vector &, = (¢, &m)

0 ifi=diand k=1
0 ifj=doand k=2
(Jl(gm)nm)i7j7k - (Um)i,j,k () o) > if ||(£m)z,],||m S 1
1 o AEm)iygks (M) gk . : o
T@Em)isllm ((nm)z,],k ||(§;)l,7j’kugnj (fm)w,k) if [|(&m)ij,
(396)
and
0 ifi=diand k=1
0 if j=dsand k =2
(S2(Em)tm)igke = (m)ijik if [[(€m)igillm2 < 1
T ((nm»,j,k ~ S el (), ) if [(€m)illm2 > 1
(397)

A.2 Exact Solutions to 1D /2-TV for 2n gridpoints on manifolds

For this argument we will modify the idea used in [WDS14, Theorem 2]. Let M be
a complete connected Riemannian manifold. Consider the following TV minimization
problem on 2n gridpoints:

2n—1
ml%nTZdM (pi, f1)? +* Z dp(pis f2)* + D daa(pis piga) (398)
pEM®™ L i=n+1 i=1

For finding a solution we will split up the proof in the following steps:

e For an optimal p we must have dp (s, f1) < daq(f1, f2) for alli < nand dpa(ps, f2) <
dpm(f1, f2) for all i > n

e There is a minimizer where all components lie on a minimizing geodesic connecting
b and a

e For that case the first n gridpoints have the same value and so do the second n
gridpoints

e Using these results we reduce the problem a 1 dimensional problem in an Euclidean
setting and solve this.

We want to note that if we have a Hadamard manifold, the minimizer is the only one.

Step 1
Let p be a minimizer. Now, if for all n gridpoints we have d(pi, f1) > dam(f1, f2) then
Pl = D5 = ... = P5,_1 = D3, = a would be a solution with a strictly smaller cost. This

gives a contradiction.
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Now, if among these first n points there are ¢ gridpoints, say i; for j = 1,..,¢, such
that da(pi;, f1) < dam(f1, f2). Then p* defined as

Py 1<i<u

s ) Dip 1y <0 <ljgn

bi i, w<i<n (399)
Di n+1<1

has a lower cost by the triangle inequality, which again gives a contradiction.

A similar claim follows for the second n gridpoints.

So we conclude that for an optimal p we must have da(p;, f1) < dam(f1, f2) for all
i <mnand dap(ps, fo) < dm(f1, f2) for all ¢ > n.

Step 2
Next, we define z € M?™ having components on the same minimizing geodesic, i.e,

zi = {’y}hfz(d/\/‘(flvﬁi)) t<n (400)

7}27f1(d/\/[(f2’p\i)) 1>n

where v, (t) is a unit speed minimizing geodesic from z to y at time ¢ € [0, dm(z, y)].
We will prove that z is also a minimizer. Now consider the case that we the components
of z lie in the following order on the geodesic: f1, 21, 22, ..., 22n—1, 22n, f2. Then we have

2n—1 2n—1
M1 2)+ D dm(zi, zie1)+dam( fo, 2on) = dm(frs f2) < dm(fr, D)+ D daa(Bis Pisr) +daa(f2, Pon)
=1 =1
(401)
Since we have d/\/l(f17 Zl) = d./\/l(flaﬁl) and dM(fQ, Zgn) = dM(fg,ﬁQn)
2n—1 2n—1
> dm(ziziin) <Y dm(pis Pisr) (402)
=1 =1
must hold. Then we also have
2n—1
7ZdM zz;fl + o Z dM Zqu + Z d/\/l Zz7zz+1) (403)
i=n+1 i=1
1 n 1 2n 2n—1
272 pzvfl + 27 Z d./\/l pzaf? + Z d./\/l pl)pl-i-l)
=1 az n+1 =1
(404)

and we see that z is indeed also a minimizer.

By symmetry, for the remaining cases we can focus on the first n gridpoints. Without
loss of generality, we also may assume that only one gridpoint in the first n points is
out of order. This comes down to the case that we have the following ordering along
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the geodesic: f1, 21, ..., 2j, Zi, Zj4+1, .-, 22n, fo Where ¢ < j, i € {1,..,n} and j € {1,..,2n}.
Now let 2/ € M>" be such that

, 2k k#1
= , 405
“k {zj k=1 (405)
Then by following the same reasoning as before we can show that z is a minimizer, but
now 2z’ would give a solution with a lower cost than we had, which we cannot have.
So we conclude that we can find a minmizer z such that fi, z1, 22, ..., 2on—1, 2on, fo lie
on a minmizing geodesic in this ordering.

Step 3

Finally, we will show that we in particular have z1 = 20 = ... = 2z, and zp,4+1 = 2zp42 =
.. = zop. Again by symmetry we only have to show that there are no jumps between
the first n points. Now assume there are jumps and the first jump is at point 7. We
have two cases: dam(zi, f1) > dm(zit1, f1) and daq(zi, f1) < dp(zig1, f1). The former
has already been eliminated in the previous step, so we can focus on showing the latter
cannot be true either.

If we have daq(zi, f1) < dm(zit+1, f1), then we can move z;11 towards z; and move
all points z;49, ..., 2, over the same distance along the geodesic, i.e, without changing
distances between the moved points. Now we see that the loss of daq(zi, zi+1) will be
cancelled equally by the gain of da(zn, zn+1). However, the distance to b has strictly
decreased for all moved points. So we again have found a solution with lower cost than
the optimal solution. Again we have a contradiction and we also find that da(z;, f1) =
dm(zit1, f1)-

From this we conclude that we must have z1 = 20 = ... = 2, and zp,41 = 2p40 = ... =
Zon.

Step 4

Now we are ready to calculate the actual solution, which we will also call p. By our
previously established results, we now know tha the solution lies on the minimizing
geodesic connecting fi; and fo. We write

Pr= =D =7p01) Pnt1= - =Pon =V p(t2) (406)

where 7, ,(t) is a minimizing geodesic such that 7, ,(0) =  and 7,4 (1) = y.
By symmetry we must have ¢ = £; = £5. Then we can rewrite our optimization problem
(398) into a 1 dimensional problem

min o (dua (1. f2)0) + 5 (daa(Fr )0 + dmalfi Pl =20 (407)

) n
€ minsup &d/\/l(fh f)t? + (1 —2t)g — 3, (9), (408)
g

n

where By = {y € R||y| < 1}. We may solve the minimization problem first. Differenti-
ating to t gives
o 1

2n
—dmlfi o)t =29=0 = t= winh )Y (409)
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Filling this back into the optimization problem gives

« 1

o L 2 Y S SR
U i) +(1 2ndM(fl,f2)g)g 1B, (9), (410)
& s s+~ ui(9) (411)
o 1 n 9
< Sgp—ﬁm(g—%d/w(fhh)) —B,(9) (412)
P L a1, o)) + 13, () (413)

)Y 20

N 1
~ g = proxng(flny)LBl(‘) (Z’r;dM(flva)> = maX(17%dM(f1,f2)) %dM(fth)
(414)
N 1 2« n . 1 l « n
< §=min (1, ndM(fl,f2)> %dM(flan) = min (27 ndM(f1,f2)) adM(fl,fz)
(415)
and we see that we get
.« 1 . 1 l «
N T i) .
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