
A Non-Linear Image Registration Scheme for
Real-Time Liver Ultrasound Tracking using

Normalized Gradient Fields

Lars König, Till Kipshagen and Jan Rühaak
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Abstract. We propose a novel scheme for annotation tracking in long
liver ultrasound sequences. It is based on a variational non-linear image
registration method using Normalized Gradient Fields, extended by a
moving window strategy based on registrations to the provided anno-
tation on the first frame. By this we achieve robustness against error
accumulation, while handling large deformations at the same time. The
method is evaluated on 21 datasets with up to five annotations as contri-
bution to the MICCAI CLUST14 challenge. We achieved a mean tracking
error of 1.31 mm with a standard deviation of 1.63 mm, while running
at close to real-time speed, exceeding acquisition rate in ten cases with
up to 44 frames per second on standard hardware.

Keywords: tracking, non-linear image registration, normalized gradient
fields, liver ultrasound, real-time, CLUST14

1 Introduction

Ultrasound imaging provides unbeaten acquisition speed while having low re-
quirements in component setup. This makes ultrasound a preferable choice where
real-time information about patient condition is needed, e.g. for fusion of intra-
operative ultrasound images to pre-operative CT images [9] or motion compen-
sation in image guided radiation therapy [5].

To enable fusion of real-time image sequences to planning data, often track-
ing of relevant features in ultrasound images is needed. Especially in long time
series, due to noise and breathing motion, this can be a challenging task [2].
Many different approaches to ultrasound tracking exist, ranging from optical
flow methods and speckle tracking up to different forms of image registration
[1]. In image registration, especially deformable methods are of interest, as they
provide deformation models that are able to represent non-linear deformations
in soft tissue. As ultrasound images are typically acquired at high frame-rates,
common non-linear image registration schemes are not capable of achieving real-
time performance. However, due to recent developments of highly efficient com-
putation schemes [6], even sophisticated variational methods have become an
attractive choice for real-time tracking.
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In this paper, we present a new tracking scheme based on a fast non-linear
image registration algorithm that allows real-time ultrasound tracking. The al-
gorithm does not rely on image segmentations, makes no assumptions about the
expected motion and does not require a training phase. By computing registra-
tions on moving image windows, which are related to the given annotation of
the time-series, we achieve robustness against error accumulation, while handling
large deformations at the same time. We evaluated this new scheme participating
in the MICCAI CLUST14 liver ultrasound tracking challenge.

2 Method

The proposed tracking scheme is based on a variational image registration ap-
proach [7]. It is embedded in a specialized framework allowing for processing of
image sequences and efficient compensation of breathing motion. In Section 2.1,
we first describe the non-linear registration algorithm, that is then used as a
basis for the tracking algorithm described in Section 2.2.

2.1 Image Registration

Let R : R2 → R denote the fixed reference image and T : R2 → R the moving
template image with compact support in domain Ω ⊆ R2. The goal of image
registration is to find a transformation y : Ω → R2 that encodes the spatial cor-
respondence between the two images R and T . In variational approaches, this is
modeled by an objective function J called joint energy function which typically
consists of a distance term D describing image similarity and a regularizer S
which penalizes implausible deformations [7]. Image registration then translates
to minimizing the functional

J (y) = D(R, T (y)) + αS(y). (1)

Here, the regularization parameter α enables a balance between data fit and
deformation regularity.

As image edges are prominent features in ultrasound images, we choose the
edge-based Normalized Gradient Fields (NGF) distance measure [4]

D(R, T (y)) :=

∫
Ω

1−
(
〈∇T (y(x)),∇R(x)〉η
‖∇T (y(x))‖η ‖∇R(x)‖η

)2

dx (2)

with

〈f, g〉η :=

2∑
j=1

fjgj + η2 and ‖f‖η :=
√
〈f, f〉η.

Note that ‖ · ‖η does not define a norm in the mathematical sense as ‖0‖η 6= 0
for η 6= 0. Roughly speaking, NGF measures the angle between reference and
template image intensity gradients at each point and aims for alignment of these
image gradients. The edge parameter η is introduced to suppress the influence
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of small edges e.g. caused by noise. The choice of the parameters η and α is
discussed in Section 2.4.

As we generally expect smooth deformations between the ultrasound time
frames, we select the curvature regularizer as proposed in [3] which is based on
second order derivatives. With the decomposition y(x) = x+u(x), the curvature
regularizer is given by

S(y) :=
1

2

∫
Ω

‖∆ux‖2 + ‖∆uy‖2 dx,

where ux, uy denote the components of the displacement in x- and y-direction,
respectively. The curvature regularizer penalizes the Laplacian of the displace-
ment components, thus generating very smooth deformations.

The minimization of (1) is performed following the discretize-then-optimize
paradigm [7]. In this ansatz, all components (distance measure, regularizer and
transformation) are first carefully discretized, yielding a continuous, yet finite di-
mensional optimization problem. This enables the usage of standard algorithms
from numerical optimization [8]. We employ the quasi-Newton L-BFGS opti-
mization scheme to minimize the objective function J for its speed and memory
efficiency. The implementation is based on the two-loop recursion formulation as
presented in [8]. The occurring linear equation system in each iteration step of
the Newton scheme is solved using a conjugate gradient method. Furthermore,
to avoid local minima, the iteration scheme is embedded in a multi-level ap-
proach [7], where the optimization problem is solved consecutively on coarse to
fine image resolution levels.

The evaluation of the objective function J together with its derivative is per-
formed using the algorithm presented in [6]. This approach includes an explicit
calculation rule for the derivative of J , which does not require any storage of
Jacobian matrices and allows for a full pixelwise parallel computation.

2.2 Tracking Algorithm

The non-linear registration described in Section 2.1 is embedded in a larger
framework to enable efficient usage in annotation tracking on ultrasound se-
quences. By calculating registrations of moving windows on each image of the
time series, we enable the tracking of an annotation a1 ∈ R2, given on the first
frame, over time. The proposed tracking scheme is illustrated in Figure 1.

Let Ik ∈ RM×N , k = 1, . . . , T denote the k-th frame of the ultrasound se-
quence of length T . We then define Wn(Ik) : RM×N → Rw1×w2 , n, k = 1, . . . , T
as a window of Ik with extent w1, w2 ∈ N, w1 ≤M,w2 ≤ N and center position
cn ∈ R2. Starting with the original annotation a1 ∈ R2 on I1, window W1(I1)
with center c1 = a1 is chosen. The extent w1, w2 is kept constant throughout the
algorithm and will be discussed in Section 2.4. Initially, a registration between
W1(I1) as reference and W1(I2) as template image is performed where the con-
tinuous image representation, as defined in Section 2.1, is obtained by bilinear
interpolation. Using the registration result y1, the initial annotation a1 is then
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Fig. 1. Proposed tracking scheme. The registration between window Wn−1(In) on cur-
rent frame and window W1(I1) on first frame is denoted by yn. If this first registration
fails, we compute y∗n by registering corresponding windows on current and previous
frame.

transformed as a2 = y1(a1), yielding the moved annotation a2 tracked to frame
I2. After the transformation step, a new window W2(I3) is computed, now with
c2 = a2. Window W2(I3) is then registered to W1(I1), yielding transformation
y2 that is used to compute moved annotation a3 = y2(a1). This process is then
repeated for all frames. A pseudocode of this scheme is shown in Algorithm 1.

Algorithm 1 Pseudocode for the tracking algorithm of a single landmark

1: load I1, a1 . Load first image and original annotation
2: for n in [2, T ] do . Loop over all frames
3: load In
4: Wn−1 ← window around an−1

5: yn−1 ← registration(W1(I1),Wn−1(In)) . Register to first window
6: if registration was successful then
7: an ← yn−1(a1) . Compute new annotation
8: else . change of strategy
9: y∗n−1 ← registration (Wn−1(In−1),Wn−1(In)) . Register to prev. window

10: an ← y∗n−1(an−1) . Compute new annotation
11: end if
12: end for

Additionally, a safeguard procedure is included in the algorithm. In each reg-
istration step, the success of the current registration is checked by determining
the final value of the distance measure (2). If this value is above a certain thresh-
old θ, described in detail in Section 2.4, the registration is considered having
failed. In this case, the registration paradigm is switched. Instead of registering
Wn−1(In) onto W1(I1), we now use window Wn−1(In−1) of the previous frame as
reference image and register Wn−1(In) onto Wn−1(In−1) instead, yielding y∗n−1.
This step is based on the interpretation of an−1 as the last successfully tracked
annotation. It enables landmark tracking in cases where large local differences
compared to the first window exist, but consecutive frames are still relatively
similar. If this procedure has to be repeated multiple times, error accumulation
may occur, as the tracking relies on tracked annotations from previous steps,



5

that may themselves contain errors. However, as soon as the differences to the
first frame decrease, the original scheme takes over and possibly accumulated
errors are discarded by deforming the ground truth annotation a1 again. This
mechanism enables a successful tracking also in situations where the difference
to the initial frame is temporarily large.

The proposed algorithm has several benefits. It does not require a training
phase, avoids error accumulation, makes no assumptions about motion period-
icity and does not rely on image segmentations. By choosing W1(I1) as a fixed
reference window, we always refer to the given annotation a1 throughout the
whole tracking process. While possibly being at completely different locations,
the image contents inside the windows only exhibit small movements as larger
movements of the structure have already been compensated for by shifting the
window according to the deformation obtained in the prior iteration, see Fig-
ure 2. This procedure generates an excellent starting point for the underlying
non-linear registration scheme.

(a) I100 (b) I150 (c) I500

(d) W99(I100) (e) W149(I150) (f) W499(I500)

Fig. 2. Selected frames of dataset ETH-07. While the colored window (tracked anno-
tation at its center) experiences globally large movements (top row), the contents of
the respective windows remain similar (bottom row).

2.3 Annotation coupling

The tracking scheme is in principle designed for tracking single landmarks. If
multiple landmarks are to be tracked, the choice of window and registration
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are performed separately for each landmark, yielding independent deformations
and windows. In the described scheme, however, dense deformation fields are
computed at all times on the area of the chosen windows. We exploit the de-
formation field for annotations lying close together by coupling a secondary
annotation with the window of a primary annotation instead of tracking these
annotations independently. The primary annotation is still tracked identically to
the scheme described in Section 2.2, while the secondary annotation is deformed
using the computed deformation field within the chosen window. This increases
tracking performance by enabling tracking multiple landmarks with the same
registration.

(a) I1 (b) I1750

Fig. 3. Tracking of five annotations in dataset MED-09, first frame (a) (part of full
image shown) and intermediate result (b). The individual windows are shown as colored
rectangles. The second annotation is coupled with the third and the fifth with the fourth
(numbering from top to bottom).

2.4 Parametrization

Our tracking algorithm provides several parameters to adapt to varying image
characteristics. While these parameters were manually determined, it generally
suffices to select them once per device and not per dataset.

For the CLUST14 challenge, we focused on parameters fitting all datasets
from the same scanner and probe. While better results can be obtained by choos-
ing specialized parameters for each dataset, this would contradict the purpose
of annotation tracking in a real-time setting, where future frames are unknown.

For all processed datasets, parameters for optimization, deformation resolu-
tion and multi-level scheme were kept constant. The window size was determined
as one fourth of the image size in each dimension. For all registrations, we chose
two levels in the multi-level scheme, with a downsampled version of half the win-
dow resolution on the finest level. The deformation resolution was determined
as 17 × 17, thus reducing the computational costs and additionally acting as a
regularizer, see [11] for details.
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Important parameters that allow adapting to different noise and device char-
acteristics are the regularization factor α and the NGF noise parameter η, see
Section 2.1. The threshold θ for the safeguard strategy described in Section 2.2
is adaptively chosen as θ = τ · a

4096 , depending on the window area a. Using all
given datasets, the parameters α, η and τ were manually calibrated per device
and probe. For the ETH datasets, we used α = 0.1, η = 10 and τ = 1490, except
for ETH-1, where because of the different resolution, we set η = 2.5. For the
MED datasets α = 0.5, η = 5 and τ = 1400 were used, except for MED-15,
where τ = 850 was used to compensate for a single exceptional artifact. The
annotations were coupled as follows. ETH-03: 3 → 2, ETH-10: 4 → 3, MED-03:
2 → 4, MED-05: 3 → 2, MED-09: 3 → 2, 5 → 1, MED-10: 2 → 4.

3 Results and Discussion

The non-linear image registration was implemented in C++, while the tracking
framework was scripted in Python and executed in MeVisLab [10]. Our method
was evaluated on all 2D annotation tracking test datasets provided by the orga-
nizers of the CLUST2014 challenge [2]. These datasets contained image sequences
from 264×313 (ETH-01) to 524×591 (MED-13 – MED-15) pixels in resolution,
with number of frames ranging from 2427 (MED-10) to 14516 (ETH-01) frames.
Every first frame was provided with up to five annotations.

On the ETH datasets, our method achieved a mean tracking error (MTE) of
0.89 mm with a standard deviation (σ) of 1.84 mm. For the MED datasets, we
achieved a MTE of 1.73 mm with σ = 1.25 mm, resulting in overall values of
MTE=1.31 mm and σ = 1.63 mm. Full results are given in Table 1. It has to be
noted, that the overall tracking results were negatively influenced by a tracking
failure in dataset ETH-07 that affected only the last ≈ 250 of total 4588 frames.

The algorithm achieved close to real-time performance in all cases, exceeding
acquisition rate in ten cases, computed on a three year old Intel i7-2600 PC with
3.40GHz running Ubuntu Linux 12.04, see Table 1 for computation speed. Thus
real-time performance is easily within reach when using recent hardware.

Currently the choice of suitable parameters requires significant manual fine
tuning since neither spacial image resolution information nor device characteris-
tics such as center frequency were taken into account. Including this information
is subject to future research and may enable automatic parameter calibaration.

We developed a fast and accurate ultrasound tracking algorithm capable
of achieving real-time performance while relying solely on image information,
without any further knowledge like image segmentation or feature recognition
required. Furthermore, no prior training phase is needed and no assumptions
about the type of movement are made.

The proposed scheme can easily be extended to 3D tracking. Since dense
deformation fields are computed in every step, the algorithm can also be used
directly for tracking of segmentations.

Acknowledgment: This work was supported by the Fraunhofer Internal Pro-
grams under Grant No. MAVO 823 287.
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Dataset IAR FPS MTE1 σ1 MTE2 σ2 MTE3 σ3 MTE4 σ4 MTE5 σ5

ETH 01 25 43.5 0.87 0.98
02 16 31.7 0.97 0.46
03 17 14.6 0.37 0.21 0.64 0.36 0.47 0.24
04 15 33.8 0.86 1.20
06 17 14.8 0.62 0.60 1.13 0.85
07 14 33.3 2.87 7.38
08 17 15.0 0.59 0.32 0.68 0.45
09 16 18.3 0.69 0.34 1.01 0.54
10 15 11.1 1.07 0.74 0.80 0.66 0.93 1.23 0.94 1.28

MED 01 20 15.5 1.09 0.61 0.94 0.42 1.04 0.61
02 20 14.3 1.03 0.57 1.30 0.88 1.94 0.46
03 20 14.9 1.23 0.62 2.72 1.84 1.20 0.75 0.91 0.49
05 20 22.6 2.02 0.95 2.14 0.86 2.56 1.08
06 20 14.3 1.71 0.91 1.22 0.55 1.37 0.59
07 20 13.9 3.39 2.22 1.49 0.90 2.17 1.28
08 20 21.9 2.03 1.06 2.52 1.52
09 20 14.2 2.31 1.72 1.23 0.64 1.21 0.81 2.42 0.91 2.71 2.29
10 20 13.0 2.25 1.01 1.67 0.92 2.12 0.96 1.34 0.98

13 11 11.1 1.08 0.69 2.14 1.35 1.13 0.62
14 11 11.6 1.72 0.93 1.88 1.02 2.64 1.64
15 11 29.9 1.32 1.28

Table 1. Mean tracking error (MTE) and standard deviation (σ) in the CLUST14 2D
annotation tracking datasets (empty cells correspond to fewer annotations). Processing
speed is given as frames per second (FPS), image acquisition rate in column IAR.
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